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0.1 Purpose

Continuing on from an introduction to functional analysis, such as the one
in [Bre10], the purpose of these notes is to delve deeper into the theory of
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operators on a Hilbert space, with [Sol18] serving as the main reference.

In [Sol18], the inner product on a Hilbert space is antilinear in the first
argument and linear in the second argument. We adopt the opposite
convention in these notes — an inner product on a Hilbert space is linear in
the first argument and antilinear in the second argument. Note that [Bre10]
uses the same convention for the inner product as these notes.
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Chapter 1

The spectrum of a bounded
operator

1.1 C*-algebras

Fundamental to the theory of bounded operators over a Hilbert space H is
the concept of a C*-algebra. The definition of a C*-algebra requires a few
preliminary definitions.

Definition 1.1.1. Let A be an associative algebra over C (or R). We say
that A is a Banach algebra if A is also a Banach space. That is, A is
equipped with a norm ‖−‖ which makes A complete — every Cauchy
sequence in A converges with respect to the norm ‖−‖. Additionally, if
x, y ∈ A, the norm must satisfy

‖xy‖ ≤ ‖x‖‖y‖. (1.1)

Equation (1.1) ensures that the norm respects the algebraic structure of A,
by rendering multiplication continuous. Let mx : A→ A be the operator
which sends y ∈ A to xy. If ε ∈ R>0, choose δ = ε/‖x‖ and suppose that
‖y1 − y2‖ < δ. Then,

‖mx(y1)−mx(y2)‖ = ‖xy1 − xy2‖
≤ ‖x‖‖y1 − y2‖
< ε.

Hence, mx is a continuous operator on A for all x ∈ A.
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Definition 1.1.2. Let A be a Banach algebra over C. We say that A is a
Banach *-algebra if A is equipped with a map ∗ : A→ A which satisfies
for all x, y ∈ A and λ ∈ C,

1. (x∗)∗ = x (Involution)

2. (x+ y)∗ = x∗ + y∗

3. (λx)∗ = λx∗

4. (xy)∗ = y∗x∗ (Anti-multiplicative)

The middle two properties of the map ∗ : A→ A means that ∗ is anti-linear
(or conjugate linear).

Definition 1.1.3. Let A be a Banach *-algebra over C. We say that A is a
C*-algebra if for all x ∈ A, ‖x∗x‖ = ‖x‖2.

The defining property of a C*-algebra is that the involution ∗ : A→ A is
isometric (distance preserving). The first theorem we will state gives us the
primary example of a C*-algebra.

Theorem 1.1.1. Let H be a Hilbert space over C and B(H) denote the
Banach space of bounded linear operators φ : H → H. Then, B(H) is a
C*-algebra.

Proof. Assume that H is a Hilbert space over C and that B(H) is the
Banach space of bounded linear operators from H to H. Let ‖−‖H denote
the norm on H and 〈−.−〉 denote the inner product on H. Define the map
∗ : H → B(H) by

∗ : B(H) → B(H)
h → h∗.

where h∗ is the adjoint of h, which satisfies for all ξ, η ∈ H,

〈h∗(ξ), η〉 = 〈ξ, h(η)〉 (1.2)

To show: (a) B(H) is a Banach algebra.

(b) B(H) is a Banach *-algebra.

(c) B(H) is a C*-algebra.
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(a) Observe that B(H) is an associative algebra over C, where scalar
multiplication and addition are defined as usual and multiplication is given
by composition of linear operators, which we will denote by ◦. We also
know that B(H) is a Banach space when equipped with the operator norm

‖h‖ = sup
‖x‖H=1

‖h(x)‖H

To show: (aa) If f, g ∈ B(H), then ‖f ◦ g‖ ≤ ‖f‖‖g‖.

(aa) Assume that f, g ∈ B(H). Then, from the definition of the operator
norm, we have

‖f ◦ g‖ = sup
‖x‖H=1

‖f(g(x))‖H

≤ sup
‖x‖H=1

‖f‖‖g(x)‖H

= ‖f‖‖g‖.

Therefore, B(H) is a Banach algebra.

(b) To show: (ba) The map ∗ is an involution.

(bb) The map ∗ is anti-linear.

(bc) The map ∗ is anti-multiplicative.

(ba) Assume that h ∈ B(H). By equation (1.2), h∗∗ ∈ B(H) must satisfy
for all ξ, η ∈ H,

〈h∗∗(ξ), η〉 = 〈ξ, h∗(η)〉 = 〈h(ξ), η〉.
Therefore, h∗∗(ξ) = h(ξ) for all ξ ∈ H. So, h∗∗ = h, revealing that
∗ : B(H)→ B(H) is an involution.

(bb) Assume that g, h ∈ B(H). Then, for all ξ, η ∈ H, we have

〈(g + h)∗(ξ), η〉 = 〈ξ, (g + h)(η)〉
= 〈ξ, g(η)〉+ 〈ξ, h(η)〉
= 〈(g∗ + h∗)(ξ), η〉.

So, (g + h)∗ = g∗ + h∗. Now assume that λ ∈ C. Then,
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〈(λh)∗(ξ), η〉 = 〈ξ, (λh)(η)〉
= λ〈ξ, h(η)〉
= λ〈h∗(ξ), η〉
= 〈(λh∗)(ξ), η〉.

So, (λh)∗ = λh∗. This demonstrates that ∗ is anti-linear.

(bc) We compute directly that for all ξ, η ∈ H,

〈(g ◦ h)∗(ξ), η〉 = 〈ξ, g(h(η))〉
= 〈g∗(ξ), h(η)〉
= 〈(h∗ ◦ g∗)(ξ), η〉.

Therefore, (g ◦ h)∗ = h∗ ◦ g∗. Hence, the map ∗ is anti-linear. So, B(H) is a
Banach *-algebra.

(c) To show: (ca) For all h ∈ B(H), ‖h∗ ◦ h‖ = ‖h‖2.

(ca) Assume that h ∈ B(H) and that ‖h‖ > 0 (the statement holds when
h = 0). We have already shown that ‖h∗ ◦ h‖ ≤ ‖h∗‖‖h‖.

To show: (caa) ‖h∗‖ = ‖h‖.

(caa) Observe that

‖h∗ ◦ h‖ = sup
‖ξ‖H=1

‖h∗(h(ξ))‖H

= sup
‖ξ‖H=1

sup
‖η‖H=1

|〈h∗(h(ξ)), η〉|

≥ sup
‖ξ‖H=1

|〈h∗(h(ξ)), ξ〉|

= sup
‖ξ‖H=1

‖h(ξ)‖2
H

= ‖h‖2.

Therefore, ‖h‖2 ≤ ‖h∗‖‖h‖ and ‖h‖ ≤ ‖h∗‖. To establish the reverse
inequality, we can interchange the roles of h and h∗ in the above calculation
so that
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‖h ◦ h∗‖ = sup
‖ξ‖H=1

‖h(h∗(ξ))‖H

= sup
‖ξ‖H=1

sup
‖η‖H=1

|〈h(h∗(ξ)), η〉|

≥ sup
‖ξ‖H=1

|〈h(h∗(ξ)), ξ〉|

= sup
‖ξ‖H=1

‖h∗(ξ)‖2
H

= ‖h∗‖2.

So, ‖h∗‖2 ≤ ‖h∗‖‖h‖ and ‖h∗‖ ≤ ‖h‖. In tandem with ‖h‖ ≤ ‖h∗‖, we
deduce that ‖h∗‖ = ‖h‖.

(ca) Recall from part (caa) that ‖h‖2 ≤ ‖h∗ ◦ h‖ and from the beginning of
part (ca) that ‖h∗ ◦ h‖ ≤ ‖h∗‖‖h‖. Since ‖h∗‖ = ‖h‖, ‖h∗ ◦ h‖ ≤ ‖h‖2 and
consequently, ‖h‖2 = ‖h∗ ◦ h‖ as required.

Example 1.1.1. Here, we will give another example of a C*-algebra. Let
X be a compact, Hausdorff space and Cts(X,C) denote the space of
continuous functions from X to C. Then, Cts(X,C) is a C*-algebra with
scalar multiplication, addition and multiplication defined pointwise on C.
The norm on Cts(X,C) is

‖f‖ = sup
x∈X
|f(x)|.

and the map ∗ : Cts(X,C)→ Cts(X,C) is defined by the equation

f ∗(x) = f(x).

1.2 Properties of the spectrum

Definition 1.2.1. Let H be a Hilbert space over C and h ∈ B(H). The
resolvent set of h is the set

ρ(h) = {λ ∈ C | λI − h is injective and surjective}.

Here, I : H → H is the identity operator. The spectrum of h is the set
σ(h) = C\ρ(h).

Thus, if h ∈ B(H) and λ ∈ ρ(h), then the operator (λI − h)−1 : H → H
must exist. Since λI − h is bounded and surjective, the open mapping
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theorem tells us that λI − h is open. So, λI − h must be open and bijective.
This means that it is a homeomorphism and therefore, (λI − h)−1 ∈ B(H).

We are interested in proving some topological properties of the spectrum
σ(h).

Lemma 1.2.1. Let H be a Hilbert space over C and g, h ∈ B(H). Then,

σ(g ◦ h) ∪ {0} = σ(h ◦ g) ∪ {0}.

Proof. Assume that H is a Hilbert space over C and g, h ∈ B(H). Assume
that λ ∈ ρ(h ◦ g)− {0}. We claim that

1

λ
(I + g(λI − hg)−1h) ∈ B(H)

is the inverse operator to λI − gh. Here, we abuse notation by writing g ◦ h
as gh. We now compute directly that

(λI − gh)
(1

λ
(I + g(λI − hg)−1h)

)
=

1

λ
((λI − gh) + (λI − gh)g(λI − hg)−1h)

=
1

λ
((λI − gh) + (λg − ghg)(λI − hg)−1h)

=
1

λ
((λI − gh) + g(λI − hg)(λI − hg)−1h)

= I

and

(1

λ
(I + g(λI − hg)−1h)

)
(λI − gh) =

1

λ
((λI − gh) + g(λI − hg)−1h(λI − gh))

=
1

λ
((λI − gh) + g(λI − hg)−1(λh− hgh))

=
1

λ
((λI − gh) + g(λI − hg)−1(λI − gh)h)

= I.

Since λI − gh has an inverse as demonstrated by the computations above,
λ ∈ ρ(gh)− {0}. So, ρ(hg)− {0} ⊆ ρ(gh)− {0}. By reversing the roles of h
and g in the above argument, we also conclude that
ρ(gh)− {0} ⊆ ρ(hg)− {0}. So, ρ(gh)− {0} = ρ(hg)− {0}. Taking the
complement of both sides then yields the desired statement.
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The next statement gives us important topological properties about the
resolvent set and the spectrum.

Theorem 1.2.2. Let H be a Hilbert space over C and h ∈ B(H). Then,

{λ ∈ C | |λ| > ‖h‖} ⊆ ρ(h).

Proof. Assume that H is a Hilbert space over C and h ∈ B(H). Assume
that λ ∈ C such that |λ| > ‖h‖. We claim that the sum

1

λ

∞∑
n=0

λ−nhn (1.3)

converges in B(H) and that it is equal to (λI − h)−1. To see that the sum
in equation (1.3) converges, it suffices to show that its norm is finite. But,

‖1

λ

∞∑
n=0

λ−nhn‖ =
1

|λ|
‖
∞∑
n=0

λ−nhn‖

≤ 1

|λ|

∞∑
n=0

|λ|−n‖h‖n

=
C

|λ|

where C =
∑∞

n=0|λ|−n‖h‖n ∈ R>0. The sum
∑∞

n=0|λ|−n‖h‖n is a convergent
geometric series because |λ| > ‖h‖.

Hence, the sum in equation (1.3) converges in B(H) and is consequently, a
well-defined operator in B(H). For all m ∈ Z>0, let

Sm =
1

λ

m∑
n=0

λ−nhn.

Then,

Sm(λI − h) =
1

λ
(I + λ−1h+ λ−2h2 + · · ·+ λ−mhm)(λI − h)

=
1

λ
((λI − h) + (h− λ−1h2) + · · ·+ (λ−m+1hm − λ−mhm+1))

=
1

λ
(λI − λ−mhm+1)

= I − λ−m−1hm+1.
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A similar calculation gives (λI − h)Sm = I − λ−m−1hm+1. Now take the
limit as m→∞. Observe that in B(H),

lim
m→∞

λ−m−1hm+1 = 0

because

lim
m→∞

(
‖h‖
|λ|

)m+1 = 0.

So, in the limit as m→∞,

(λI − h)
(1

λ

∞∑
n=0

λ−nhn
)

=
(1

λ

∞∑
n=0

λ−nhn
)

(λI − h) = I.

Therefore, (1

λ

∞∑
n=0

λ−nhn
)

= (λI − h)−1

and subsequently, λ ∈ ρ(h) and

{λ ∈ C | |λ| > ‖h‖} ⊆ ρ(h).

Rewriting the conclusion of Theorem 1.2.2 in terms of the spectrum, we
find that

σ(h) ⊆ {λ ∈ C | |λ| ≤ ‖h‖} (1.4)

So, for all h ∈ B(H), σ(h) is a bounded set. We now want to show that
σ(h) is a closed set.

Theorem 1.2.3. Let H be a Hilbert space over C, h ∈ B(H) and
λ0 ∈ ρ(h). Suppose that λ ∈ C such that

|λ− λ0| <
1

‖(λ0I − h)−1‖
.

Then,

(λI − h)−1 =
∞∑
n=0

(λ0 − λ)n(λ0I − x)−n−1.

and consequently, λ ∈ ρ(h).
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Proof. Assume that H is a Hilbert space over C, h ∈ B(H) and λ0 ∈ ρ(h).
Assume that λ ∈ C such that

|λ− λ0| <
1

‖(λ0I − h)−1‖
.

To see that the sum

∞∑
n=0

(λ0 − λ)n(λ0I − x)−n−1

converges in B(H), we must show that its norm is finite. We have

‖
∞∑
n=0

(λ0 − λ)n(λ0I − h)−n−1‖ ≤
∞∑
n=0

|λ0 − λ|n‖(λ0I − h)−1‖n+1

=
1

|λ0 − λ|

∞∑
n=0

|λ0 − λ|n+1‖(λ0I − h)−1‖n+1

=
D

|λ0 − λ|

for some D ∈ R>0. Hence, the sum
∑∞

n=0(λ0 − λ)n(λ0I − h)−n−1 converges
in B(H) and is a well-defined operator in B(H). For all m ∈ Z>0, let

Tm =
m∑
n=0

(λ0 − λ)n(λ0I − h)−n−1.

First, observe that

λI − h = (λ0I − h)(I + (λ− λ0)(λ0I − h)−1)

Then, a direct calculation yields

Tm(λI − h) =
( m∑
n=0

(λ0 − λ)n(λ0I − h)−n−1
)

((λ0I − h)(I + (λ− λ0)(λ0I − h)−1))

=
( m∑
n=0

(λ0 − λ)n(λ0I − h)−n
)

(I + (λ− λ0)(λ0I − h)−1)

=
m∑
n=0

(λ0 − λ)n(λ0I − h)−n −
m∑
n=0

(λ0 − λ)n+1(λ0I − h)−n−1

= I − (λ0 − λ)m+1(λ0I − h)−m−1.
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Note that by a similar computation,

(λI − h)Tm = I − (λ0 − λ)m+1(λ0I − h)−m−1

as well. Taking the limit as m→∞, we find that
(λ0 − λ)m+1(λ0I − h)−m−1 → 0 in B(H) because its norm tends to 0 as
m→∞. Hence,

(λI−h)
( ∞∑
n=0

(λ0−λ)n(λ0I−h)−n−1
)

=
( ∞∑
n=0

(λ0−λ)n(λ0I−h)−n−1
)

(λI−h) = I

and ( ∞∑
n=0

(λ0 − λ)n(λ0I − h)−n−1
)

= (λI − h)−1

which demonstrates that λ ∈ ρ(h).

Theorem 1.2.3 tells us that if h ∈ B(H), then ρ(h) is an open subset of C.
In tandem with equation (1.4), the spectrum σ(h) is a closed and bounded
subset of C and is thus, compact.

Next, we will show that the spectrum of h ∈ B(H) is always non-empty.

Theorem 1.2.4. Let H be a Hilbert space over C and h ∈ B(H). Then,
σ(h) 6= ∅, the sequence {‖hn‖1/n}n∈Z>0 converges in R and

lim
n→∞
‖hn‖

1
n = sup

λ∈σ(h)

|λ|.

Proof. Assume that H is a Hilbert space over C and h ∈ B(H). Define

α(h) = inf
n∈Z>0

‖hn‖
1
n .

We will show that the sequence {‖hn‖1/n}n∈Z>0 converges to α(h). Assume
that ε ∈ R>0. From the definition of infimum, there exists an index
nε ∈ Z>0 such that

‖hnε‖
1
nε ≤ α(h) + ε.

Take any n ∈ Z>0 and use the Euclidean algorithm to write n = qnε + r,
where q ∈ Z>0 and r ∈ {0, 1, . . . , nε − 1}. Then,
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‖hn‖ = ‖hqnε+r‖
≤ ‖hnε‖q‖h‖r

≤ (α(h) + ε)qnε‖h‖r

= (α(h) + ε)n−r‖h‖r.

Taking the nth root of both sides, we obtain the inequality

‖hn‖
1
n ≤ (α(h) + ε)1− r

n‖h‖
r
n .

Consequently,

α(h) ≤ lim inf
n→∞

‖hn‖
1
n ≤ lim sup

n→∞
‖hn‖

1
n ≤ α(h) + ε.

This demonstrates that the sequence {‖hn‖ 1
n} converges in R to α(h). The

next step is to show that

α(h) = sup
λ∈σ(h)

|λ|. (1.5)

To show: (a) α(h) ≥ supλ∈σ(h)|λ|.

(b) α(h) ≤ supλ∈σ(h)|λ|.

(a) Suppose for the sake of contradiction that α(h) < |λ| for some λ ∈ σ(h).
By the root test, the series

∞∑
n=0

‖hn‖
|λ|n

in R is convergent. Therefore, the sum

∞∑
n=0

λ−nhn

converges in B(H) and is a well-defined element of B(H). By using similar
arguments to Theorem 1.2.2 and Theorem 1.2.3, we deduce that

∞∑
n=0

λ−nhn = (I − h

λ
)−1.
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So, λI − h is invertible and λ ∈ ρ(h). But this contradicts the fact that
λ ∈ σ(h). Therefore, α(h) ≥ supλ∈σ(h)|λ|.

(b) We will divide this into two cases. First, we note that if x, y ∈ B(H),
then

α(xy) = lim
n→∞
‖(xy)n‖

1
n

= lim
n→∞
‖xnyn‖

1
n

≤ lim
n→∞
‖xn‖

1
n‖yn‖

1
n

= lim
n→∞
‖xn‖

1
n lim
n→∞
‖yn‖

1
n

= α(x)α(y).

Case 1: α(h) = 0.

If α(h) = 0, then h is not invertible because otherwise,

1 = α(I) = α(hh−1) ≤ α(h)α(h−1) = 0.

So, 0 ∈ σ(h) and since α(h) ≥ supλ∈σ(h)|λ| from part (a),

α(h) = sup
λ∈σ(h)

|λ| = 0.

Case 2: α(h) > 0.

Assume that α(h) > 0 and α(h) > supλ∈σ(h)|λ|. Since the spectrum σ(h) is
a compact subset of C, there exists r ∈ (0, α(h)) such that

σ(h) ⊆ {λ ∈ C | |λ| ≤ r}.

Let D = {λ ∈ C | |λ| > r}. Then, D ⊆ ρ(h). Let ϕ be a continuous linear
functional on B(H) and define the map

ψ : D → C
λ 7→ ϕ((λI − h)−1)

The map ψ is holomorphic due to the series expansion in Theorem 1.2.2. In
particular, when |λ| > α(h),

ϕ((λI − h)−1) =
∞∑
n=0

λ−n−1ϕ(hn).
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The series
∑∞

n=0 λ
−n−1hn converges in B(H) because

‖
∞∑
n=0

λ−n−1hn‖ ≤
∞∑
n=0

|λ|−n−1‖hn‖

and by applying the root test on
∑∞

n=0 λ
−n‖hn‖, we find that

lim
n→∞

‖hn‖ 1
n

|λ|
=
α(h)

|λ|
< 1.

Moreover,
∑∞

n=0 λ
−n−1ϕ(hn) ∈ C vanishes as λ→∞. To see why this is the

case, replace λ by λµ and take the limit as |µ| → ∞. We obtain for |µ| > 1

|
∞∑
n=0

(λµ)−n−1ϕ(hn)| ≤ |
∞∑
n=0

(λµ)−n−1‖ϕ‖‖hn‖|

≤ ‖ϕ‖
|µ|

∞∑
n=0

‖hn‖
|λ|n+1

|µ|−n

≤ ‖ϕ‖
|µ|

∞∑
n=0

‖hn‖
|λ|n+1

→ 0

as |µ| → ∞. Consequently, the function f : C→ C defined by

f(µ) =

{
0, if µ = 0,

ϕ(( 1
µ
I − h)−1), if 0 < |µ| < 1

r
.

is a holomorphic function on the set

B(0, 1/r) = {µ ∈ C | |µ| < 1

r
}.

The Taylor expansion of f in the disk B(0, 1/r) is

f(µ) =
∞∑
n=0

µn+1ϕ(hn).

Furthermore, if µ ∈ B(0, 1/r), then

lim
n→∞

µn+1ϕ(hn) = 0.

Now, we take λ0 ∈ C such that r < |λ0| < α(h). Then, 1
λ0
∈ B(0, 1/r) and
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lim
n→∞

λ−n−1
0 ϕ(hn) = 0.

Let B(H)∗ denote the dual space of B(H) and define for all n ∈ Z>0

ρn : B(H)∗ → C
ϕ 7→ λ−n−1

0 ϕ(hn)

The family {ρn}n∈Z>0 is a family of continuous linear functionals on B(H)∗.
By the uniform boundedness principle, there exists a constant M ∈ R>0

such that

sup
n∈Z>0

|λ0|−n−1|ϕ(hn)| ≤ ‖ϕ‖ sup
n∈Z>0

|λ0|−n−1‖hn‖

≤M.

Letting N = M/‖ϕ‖, we have supn∈Z>0
|λ0|−n−1‖hn‖ ≤ N . For all n ∈ Z>0,

‖hn‖ ≤ N |λ0|n+1

and from this inequality, we have

α(h) = lim
n→∞
‖hn‖

1
n

≤ lim
n→∞

N
1
n |λ0|1+ 1

n

= |λ0| < α(h).

This contradicts the assumption that α(h) > supλ∈σ(h)|λ|. Therefore,
α(h) ≤ supλ∈σ(h)|λ|.

Combining parts (a) and (b), we deduce that

lim
n→∞
‖hn‖

1
n = α(h) = sup

λ∈σ(h)

|λ|.

The quantity α(h) in Theorem 1.2.4 is the subject of the next definition.

Definition 1.2.2. Let H be a Hilbert space over C and h ∈ B(H). Then,
the spectral radius of h, denoted by |σ(h)|, is the quantity

|σ(h)| = sup
λ∈σ(h)

|λ|.
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Lemma 1.2.5. Let H be a Hilbert space over C and x, y ∈ B(H). Then,
|σ(x)| ≤ ‖x‖, |σ(x∗)| = |σ(x)| and if x and y commute, then
|σ(xy)| ≤ |σ(x)||σ(y)|.

Proof. Assume that H is a Hilbert space over C and x, y ∈ B(H).

To show: (a) |σ(x)| ≤ ‖x‖.

(b) |σ(x∗)| = |σ(x)|.

(c) If x and y commute, then |σ(xy)| ≤ |σ(x)||σ(y)|.

(a) From the definition of the spectral radius and Theorem 1.2.4, we have

|σ(x)| = sup
λ∈σ(x)

|λ|

= α(x)

= lim
n→∞
‖xn‖

1
n

≤ lim
n→∞
‖x‖ = ‖x‖.

(b) We claim that

σ(x∗) = {λ | λ ∈ σ(x)}.

Assume that β ∈ σ(x∗). Then, βI − x∗ is not invertible. Observe that
(βI − x∗)∗ = βI − x and that βI − x is not invertible. Suppose for the sake
of contradiction that (βI − x)−1 exists as an operator in B(H). Then,
(βI − x)−1(βI − x) = I and by applying ∗ to both sides,

(βI − x∗)((βI − x)−1)∗ = I.

A similar argument also yields ((βI − x)−1)∗(βI − x∗) = I. This contradicts
the assumption that β ∈ σ(x∗). Since βI − x is not invertible, β ∈ σ(x) and

β ∈ {λ | λ ∈ σ(x)}.

So, σ(x∗) ⊆ {λ | λ ∈ σ(x)}.

For the reverse inclusion, assume that γ ∈ σ(x). Then, γI − x is not
invertible. By using a similar argument to before, the adjoint
(γI − x)∗ = γI − x∗ is also not invertible. So, γ ∈ σ(x∗) and therefore,
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σ(x∗) = {λ | λ ∈ σ(x)}.

Hence,

|σ(x∗)| = sup
λ∈σ(x∗)

|λ|

= sup
λ∈σ(x)

|λ|

= sup
λ∈σ(x)

|λ| = |σ(x)|.

(c) This was proven at the start of Theorem 1.2.4, part (b).

For any bounded operator h ∈ B(H), we can consider the polynomial

p(h) = α0I + α1h+ · · ·+ αnh
n ∈ B(H)

where αi ∈ C and ask what is the spectrum of p(h)? It turns out that the
answer is particularly nice.

Theorem 1.2.6. Let H be a Hilbert space over C and h ∈ B(H). For
λ ∈ B(H), let

p(λ) = α0I + α1h+ · · ·+ αnh
n

where αi ∈ C and n ∈ Z>0. Then

σ(p(h)) = p(σ(h)) = {p(λ) | λ ∈ σ(h)}.

Proof. Assume that H is a Hilbert space over C and h ∈ B(H). Assume
that p(λ) is defined as above for all λ ∈ B(H).

For n = 0, we have

σ(p(h)) = σ(α0I) = {α0} = p(σ(h)).

So, assume that n ∈ Z>0.

To show: (a) p(σ(h)) ⊆ σ(p(h)).

(b) σ(p(h)) ⊆ p(σ(h)).

(a) Assume that λ ∈ σ(h) so that p(λ) ∈ p(σ(h)).
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To show: (aa) The operator p(λ)I − p(h) is not invertible.

(aa) By definition,

p(λ)I − p(h) =
n∑
i=0

αi(λ
iI − hi)

=
n∑
i=1

αi(λ
iI − hi)

= (λI − h)
n∑
i=1

αi

i−1∑
j=1

λi−jhj−1.

Observe that λI − h and
∑n

i=1 αi
∑i−1

j=1 λ
i−jhj−1 commute as operators in

B(H). So, if p(λ)I − p(h) is invertible, then λI − h is also invertible,
contradicting the assumption that λ ∈ σ(h). So, p(λ)I − p(h) is not
invertible, p(λ) ∈ σ(p(h)) and p(σ(h)) ⊆ σ(p(h)).

(b) We will prove the contrapositive of this statement. Assume that
µ 6∈ p(σ(h)). Let λ1, . . . , λn be the zeros of the polynomial µ− p(λ). We
claim that all of λ1, . . . , λn 6∈ σ(h). Suppose for the sake of contradiction
that λi ∈ σ(h) for some i ∈ {1, . . . , n}. Then, µ− p(λi) = 0 and
µ ∈ p(σ(h)), contradicting the assumption that µ 6∈ p(σ(h)). So, λi 6∈ σ(h).

Now, we factorise µ− p(λ) as

µ− p(λ) = γ

n∏
i=1

(λi − λ)mi

where m1 + · · ·+mn = n and γ ∈ C− {0}. So, as operators in B(H),

µI − p(h) = γ
n∏
i=1

(λiI − h)mi

Since λi 6∈ σ(h) for all i ∈ {1, . . . , n}, λiI − h is invertible and consequently,
µI − p(h) is an invertible operator because it is the product of invertible
operators. Therefore, µ 6∈ σ(p(h)) and by the contrapositive, we have
σ(p(h)) ⊆ p(σ(h)), which completes the proof.

The astute reader will notice that Theorems 1.2.2, 1.2.3, 1.2.4 and 1.2.6 did
not use anything special about B(H). In fact, they can be generalised to
unital C*-algebras — C*-algebras with a multiplicative unit. We will
briefly sketch how this generalisation works.

20



Definition 1.2.3. Let A be a unital C*-algebra and a ∈ A. We say that a
is invertible if there exists b ∈ A such that ab = ba = 1, where 1 ∈ A is the
identity element.

The spectrum of a, denoted by σ(a), is the set

σ(a) = {λ ∈ C | λ1− a is not invertible}.

The theorems below are for a unital C*-algebra and are proved in almost
the same manner as their specialisations to B(H).

Theorem 1.2.7. Let A be a unital C*-algebra and a, b ∈ A¿ Then,
σ(ab) ∪ {0} = σ(ba) ∪ {0}.

Theorem 1.2.8. Let A be a unital C*-algebra and a ∈ A. For λ ∈ A, let

p(λ) = α0I + α1h+ · · ·+ αnh
n

where αi ∈ C and n ∈ Z>0. Then

σ(p(a)) = p(σ(a)) = {p(λ) | λ ∈ σ(a)}.

Theorem 1.2.9. Let A be a unital C*-algebra and a ∈ A. Then, σ(a) 6= ∅,
the sequence {‖an‖1/n}n∈Z>0 converges in R and

lim
n→∞
‖an‖

1
n = sup

λ∈σ(a)

|λ|.
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Chapter 2

Continuous functional calculus

2.1 Normal operators

The concept of continuous functional calculus is central in the theory of
operators. The rough idea behind continuous functional calculus is that one
can apply continuous functions to bounded operators on a Hilbert space.
Continuous functional calculus applies to normal operators, the subject of
this particular section.

Definition 2.1.1. Let H be a Hilbert space over C and x ∈ B(H). We say
that x is normal if xx∗ = x∗x. That is, x commutes with its adjoint x∗.

Before we prove various properties about normal operators, we will prove
an identity we will use later. Called the polarization formula, it expresses
the inner product of a complex Hilbert space in terms of its norm.

Theorem 2.1.1 (Polarization formula). Let H be a Hilbert space over C.
If x, y ∈ H then

〈x, y〉 =
1

4

3∑
k=0

ik‖x+ iky‖2.

Proof. Assume that H is a Hilbert space over C and x, y ∈ H. We compute
directly that

1

4

3∑
k=0

ik‖x+ iky‖2 =
1

4
(‖x+ y‖2 + i‖x+ iy‖2 − ‖x− y‖2 − i‖x− iy‖2)

=
1

2
(〈x, y〉+ 〈y, x〉+ i〈x, iy〉+ i〈iy, x〉)

=
1

2
(〈x, y〉+ 〈y, x〉+ 〈x, y〉 − 〈y, x〉) = 〈x, y〉.
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Theorem 2.1.1 can be generalised to sesquilinear forms on H.

Theorem 2.1.2 (Polarization formula V2). Let H be a Hilbert space over
C and F : H ×H → C be a sesquilinear form (linear in the first argument
and conjugate linear in the second argument). If x, y ∈ H then

F (x, y) =
1

4

3∑
k=0

ikF (x+ iky, x+ iky).

The proof of Theorem 2.1.2 is almost exactly the same as Theorem 2.1.1
and thus, is omitted. Using Theorem 2.1.2, we will prove an alternative
characterisation of normal operators.

Theorem 2.1.3. Let H be a Hilbert space over C and x ∈ B(H). Then, x
is normal if and only if for all η ∈ H, ‖x(η)‖ = ‖x∗(η)‖.

Proof. Assume that H is a Hilbert space over C and x ∈ B(H).

To show: (a) If x is normal, then for all η ∈ H, ‖x(η)‖ = ‖x∗(η)‖.

(b) If for all η ∈ H, ‖x(η)‖ = ‖x∗(η)‖, then x is normal.

(a) Assume that x is normal so that xx∗ = x∗x. If η ∈ H, then

‖x(η)‖2 = 〈x(η), x(η)〉
= 〈x∗x(η), η〉
= 〈xx∗(η), η〉
= 〈x∗(η), x∗(η)〉 = ‖x∗(η)‖2.

(b) Assume that if η ∈ H, then ‖x(η)‖ = ‖x∗(η)‖. Define two sesquilinear
forms F1, F2 : H ×H → C by

F1(η, ξ) = 〈η, xx∗(ξ)〉 and F1(η, ξ) = 〈η, x∗x(ξ)〉

Since ‖x(η)‖ = ‖x∗(η)‖, F1(η, η) = F2(η, η). By Theorem 2.1.2, we have for
all ξ, η ∈ H,
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F1(η, ξ) =
1

4

3∑
k=0

ikF1(η + ikξ, η + ikξ)

=
1

4

3∑
k=0

ikF2(η + ikξ, η + ikξ)

= F2(η, ξ).

Therefore, if η, ξ ∈ H, then

〈η, xx∗(ξ)〉 = 〈η, x∗x(ξ)〉.

So, xx∗ = x∗x and x is normal.

Self-adjoint and unitary operators are special types of normal operators.

Definition 2.1.2. Let H be a Hilbert space over C and x ∈ B(H). We say
that x is self-adjoint if x = x∗. We say that x is unitary if
xx∗ = x∗x = I, where I : H → H is the identity operator on H.

Lemma 2.1.4. Let H be a Hilbert space over C, x ∈ B(H) be a normal
operator, λ ∈ C and ψ ∈ H such that x(ψ) = λψ. Then, x∗(ψ) = λψ.

Proof. Assume that H is a Hilbert space over C and x(ψ) = λψ, where
x ∈ B(H) is a normal operator. With I ∈ B(H) denoting the identity
operator, we claim that λI − x is a normal operator. Observe that if η ∈ H,
then

‖(λI − x)(η)‖2 = 〈λη − x(η), λη − x(η)〉
= |λ|2‖η‖2 − λ〈η, x(η)〉 − λ〈x(η), η〉+ ‖x(η)‖2

= |λ|2‖η‖2 − λ〈x∗(η), η〉 − λ〈η, x∗(η)〉+ ‖x∗(η)‖2

= 〈λη − x∗(η), λη − x∗(η)〉
= ‖(λI − x∗)(η)‖2 = ‖(λI − x)∗(η)‖2.

By Theorem 2.1.3, λI − x must be a normal operator. Moreover,

‖(λI − x)(ψ)‖ = ‖(λI − x∗)(ψ)‖ = 0.

So, x∗(ψ) = λψ.

For a normal operator, the eigenspaces for distinct eigenvalues are always
orthogonal.
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Lemma 2.1.5. Let H be a Hilbert space over C and x ∈ B(H) be a normal
operator. Let λ, µ ∈ σ(x) be distinct eigenvalues of x. Then, the eigenspaces
of x for λ and µ are orthogonal to each other.

Proof. Assume that H is a Hilbert space over C, x ∈ B(H) is a normal
operator and λ, µ ∈ σ(x) are two distinct eigenvalues for x. Suppose that
ϕλ, ϕµ ∈ H are elements such that x(ϕλ) = λϕλ and x(ϕµ) = µϕµ.

To show: (a) 〈ϕλ, ϕµ〉 = 0.

(a) Observe that

λ〈ϕλ, ϕµ〉 = 〈λϕλ, ϕµ〉
= 〈x(ϕλ), ϕµ〉
= 〈ϕλ, x∗(ϕµ)〉
= 〈ϕλ, µϕµ〉 = µ〈ϕλ, ϕµ〉.

In the last line, we used Lemma 2.1.4. So, (λ− µ)〈ϕλ, ϕµ〉 = 0 and since
λ− µ 6= 0, we obtain 〈ϕλ, ϕµ〉 = 0 as required.

Next, we will investigate the spectrum of normal and self-adjoint operators.

Theorem 2.1.6. Let H be a Hilbert space over C and x ∈ B(H). If x is
normal, then the spectral radius |σ(x)| = ‖x‖ and if x is self-adjoint, then
σ(x) ⊂ R.

Proof. Assume that x ∈ B(H). First, assume that x is a normal operator.
We first observe that for all n ∈ Z>0, xn is also normal. This is because x
commutes with its adjoint x∗. Recalling that ‖x∗x‖ = ‖xx∗‖ = ‖x‖2, we
have

‖x2‖2 = ‖(x2)∗(x2)‖
= ‖x∗x∗xx‖
= ‖x∗xx∗x‖
= ‖(xx∗)∗x∗x‖
= ‖x∗x‖2 = ‖x‖4.

Iterating this argument, we have ‖x2n‖ = ‖x‖2n for all n ∈ Z>0. Thus, the

sequence {‖x2n‖2−n}n∈Z>0 is a constant subsequence of {‖xn‖ 1
n} which

converges to ‖x‖. So,
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|σ(x)| = lim
n→∞
‖xn‖

1
n = ‖x‖.

Next, let x be a self-adjoint operator and λ = α + iβ ∈ σ(x) with α, β ∈ R.
For n ∈ Z>0, define the operator

xn = x− (α− inβ)I.

Note that i(n+ 1)β ∈ σ(xn) because

i(n+ 1)βI − xn = i(n+ 1)βI − x+ (α− inβ)I = λI − x

which is not invertible because λ ∈ σ(x). Since i(n+ 1)β ∈ σ(xn), we have
the inequality

|i(n+ 1)β|2 = (n+ 1)2β2

≤ sup
λ∈σ(xn)

|λ|2

= |σ(xn)|2

≤ ‖xn‖2

= ‖(xn)∗xn‖
= ‖(x− (α− inβ)I)∗(x− (α− inβ)I)‖
= ‖(x− (α + inβ)I)(x− (α− inβ)I)‖
= ‖(x− αI)2 + n2β2I‖
≤ ‖(x− αI)2‖+ n2β2.

Since (n+ 1)2β2 ≤ ‖(x− αI)2‖+ n2β2 for all n ∈ Z>0, β = 0. So, λ ∈ R
and σ(x) ⊆ R as required.

2.2 Continuous functional calculus on

self-adjoint operators

Continuous functional calculus asserts that if x ∈ B(H) is a self-adjoint
operator, there exists an “isomorphism” between Cts(σ(x),C) and C∗(I, x)
— the C* algebra generated by the operators I and x. This leads us to our
next formal definition.

Definition 2.2.1. Let A and B be C*-algebras with involutions ∗A and ∗B
respectively. A *-isomorphism is a bijective map φ : A→ B such that
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1. If a1, a2 ∈ A, then φ(a1 + a2) = φ(a1) + φ(a2).

2. If λ ∈ C and a ∈ A, then φ(λa) = λφ(a).

3. If a1, a2 ∈ A, then φ(a1a2) = φ(a1)φ(a2).

4. If a1 ∈ A, then (φ(a1))∗B = φ((a1)∗A).

If a map ψ : A→ B satisfies the above four properties, we say that ψ is a
*-homomorphism.

Theorem 2.2.1 (Continuous functional calculus). Let H be a Hilbert space
over C and x ∈ B(H) be a self-adjoint operator. Then, there exists a
unique map

Λ : Cts(σ(x),C) → B(H)
f 7→ f(x)

such that if f is the polynomial function f(λ) = a0 + a1λ+ · · ·+ anλ
n, then

f(x) = a0I + a1x+ · · ·+ anx
n.

If f ∈ Cts(σ(x),C), then ‖f(x)‖ = ‖f‖∞ where

‖f‖∞ = sup
λ∈σ(x)

|f(λ)|

is the uniform norm on Cts(σ(x),C). Moreover, Λ is a *-isomorphism
between the C*-algebras Cts(σ(x),C) and C∗(I, x) — the C*-algebra
generated by x and the identity map I ∈ B(H).

Proof. Assume that x ∈ B(H) is a self-adjoint operator. Let
P (σ(x)) ⊆ Cts(σ(x),C) denote the set of polynomial functions from σ(x)
to C. Also define the restriction map

res : C[z] → Cts(σ(x),C)
p(z) 7→ p|σ(x).

Informally, the map res takes a polynomial in C[z], thinks of it as a
polynomial function from C to C and then restricts it to the spectrum σ(x).
If p(z) ∈ C[z], then

‖p(x)‖ = |σ(p(x))|
= sup

µ∈σ(p(x))

|µ|

= sup
λ∈σ(x)

|p(λ)| = ‖res(p(z))‖∞.
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The first equality follows from two facts. Firstly, since x is self-adjoint, p(x)
must also be self-adjoint. Secondly, we apply Theorem 2.1.6. In the second
last inequality, we used Theorem 1.2.6.

Thus, there exists a linear map Φ : P (σ(x))→ B(H) such that

p(x) = Φ(res(p(z)))

since ‖p(x)‖ = ‖res(p(z))‖∞. Additionally, Φ is an isometry
(distance/length-preserving).

By the Stone-Weierstrass theorem, the space P (σ(x)) of polynomial
functions is dense in Cts(σ(x),C) and the image Φ(P (σ(x))) is therefore
dense in the C*-algebra C∗(I, x). Since Φ is an isometry, it must extend
uniquely to an isometry

Λ : Cts(σ(x),C) → C∗(I, x)
f 7→ f(x)

From the construction of Φ, Λ must satisfy:

1. If f is the polynomial function f(λ) =
∑n

i=0 aiλ
i, then

Λ(f(λ)) = f(x) =
n∑
i=0

aix
i.

2. If f ∈ Cts(σ(x),C), then ‖f(x)‖ = ‖f‖∞.

Tedious computations are required to check that Λ satisfies the properties
in Definition 2.2.1 on elements of P (σ(x)). For elements in Cts(σ(x),C),
the properties in Definition 2.2.1 are also satisfied because we can
approximate each element in Cts(σ(x),C) with polynomial functions.
Hence, Λ is an isometric *-isomorphism from Cts(σ(x),C) to C∗(I, x).

Theorem 2.2.1 gives meaning to applying a continuous function to an
operator. The next few theorems are dedicated to proving various basic
properties of the continuous functional calculus.

Theorem 2.2.2. Let H be a Hilbert space over C and x, y ∈ B(H) be
commuting, self-adjoint operators. If f ∈ Cts(σ(x),C) and
g ∈ Cts(σ(y),C), then f(x)g(y) = g(y)f(x).
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Proof. Assume that x, y ∈ B(H) are commuting, self-adjoint operators,
f ∈ Cts(σ(x),C) and g ∈ Cts(σ(y),C). Let {fn} and {gn} be sequences of
polynomials which uniformly approximate f and g respectively. Since fn, gn
are polynomials for n ∈ Z>0 and xy = yx, we have

fn(x)gn(y) = gn(y)fn(x)

and by taking the limit as n→∞, we obtain f(x)g(y) = g(y)f(x).

The next theorem can be considered a generalisation of Theorem 1.2.6.

Theorem 2.2.3 (Spectral mapping theorem). Let H be a Hilbert space
over C and x ∈ B(H) be a self-adjoint operator. If f ∈ Cts(σ(x),C), then

σ(f(x)) = f(σ(x)) = {f(λ) | λ ∈ σ(x)}.

Proof. Assume that x ∈ B(H) is a self-adjoint operator on the complex
Hilbert space H. If µ ∈ C then µI − f(x) = (µ− f)(x). Suppose that
µ 6∈ σ(f(x)). Then, µI − f(x) = (µ− f)(x) is an invertible operator.
Hence, µ− f is an invertible element of Cts(σ(x),C) which holds if and
only if µ 6∈ f(σ(x)) (the zero function is not invertible!).

As a consequence of Theorem 2.2.3, we can show that there is only one
nilpotent and self-adjoint operator.

Corollary 2.2.4. Let H be a Hilbert space over C and x ∈ B(H) be
self-adjoint and nilpotent, with nilpotent meaning that there exists n ∈ Z>0

such that xn = 0. Then, x = 0.

Proof. Assume that x ∈ B(H) is self-adjoint and nilpotent so that there
exists n ∈ Z>0 such that xn = 0. Then,

{0} = σ(xn) = (σ(x))n = {λn | λ ∈ σ(x)}.
by Theorem 2.2.3. So, σ(x) = {0} and by Theorem 2.1.6,

|σ(x)| = ‖x‖ = 0.

So, x = 0.

The final property of the continuous functional calculus is that it respects
the composition of operators.

Theorem 2.2.5. Let H be a Hilbert space over C and x ∈ B(H) be
self-adjoint. If g ∈ Cts(σ(x),C) is real-valued, then the operator g(x) is
self-adjoint and if f ∈ Cts(g(σ(x)),C), then f(g(x)) = (f ◦ g)(x).
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Proof. Assume that x ∈ B(H) is a self-adjoint operator on a complex
Hilbert space H. Assume that g ∈ Cts(σ(x),C) is real-valued. Then, g = g,
where g(λ) = g(λ) for all λ ∈ σ(x).

By applying the *-isomorphism Λ : Cts(σ(x),C)→ C∗(I, x) from Theorem
2.2.1, we find that

g(x) = Λ(g) = Λ(g) = (g(x))∗.

So, g(x) must be a self-adjoint operator.

Next, assume that f ∈ Cts(g(σ(x)),C). Consider the mapping

Ω : Cts(g(σ(x)),C) → B(H)
f 7→ (f ◦ g)(x).

Notice that Ω is an isometry because

‖f‖∞ = sup
λ∈g(σ(x))

|f(λ)|

= sup
µ∈σ(x)

|f(g(µ))|

= |σ((f ◦ g)(x))|
= ‖(f ◦ g)(x)‖.

Also note that if f is a polynomial function on g(σ(x)), then Ω maps
polynomial functions to polynomials in g(x) within B(H). But, by the
uniqueness of the continuous functional calculus (see Theorem 2.2.1), Ω
must be the map f 7→ f(g(x)). So, (f ◦ g)(x) = f(g(x)) as operators in
B(H).

2.3 Positive operators and their square roots

Our first application of continuous functional calculus (see 2.2.1) is to give
meaning to taking the square root of a positive operator defined on a
complex Hilbert space. We obviously cannot do this for a general
self-adjoint operator because the square root is not defined on all R.

Definition 2.3.1. Let H be a Hilbert space over C. We say that the
operator x ∈ B(H) is positive if x is self-adjoint and its spectrum
σ(x) ⊆ R≥0. We write x ≥ 0 to denote that x is a positive operator on H.
The set of positive operators on H is denoted by B(H)+.
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By applying continuous functional calculus, we can define the square root
of a positive operator.

Theorem 2.3.1. Let H be a Hilbert space over C and x ∈ B(H) be a
positive operator. Then, there exists a unique positive operator a ∈ B(H)
such that a2 = a ◦ a = x.

Proof. Assume that x ∈ B(H)+ is a positive operator defined on a complex
Hilbert space H. Since σ(x) ⊆ R≥0, the square root function

f : σ(x) → R
λ 7→ λ

1
2

is continuous on σ(x). Let a = f(x). Since f(λ)f(λ) = λ, we can apply the
*-isomorphism Λ from Theorem 2.2.1 to deduce that a2 = f(x)f(x) = x.

To see that a ∈ B(H)+, note that from Theorem 2.2.3,
f(σ(x)) = σ(f(x)) = σ(a).

σ(a) = σ(f(x)) = f(σ(x)) = {λ
1
2 | λ ∈ σ(x)} ⊆ R≥0.

It remains to show uniqueness. Suppose that b ∈ B(H)+ such that b2 = x.
Then, from Theorem 2.2.5, b = f(g(b)), where g is the function

g : R → R
λ 7→ λ2

So, b = f(b2) = f(x) = a. Hence, a ∈ B(H)+ is the unique positive
operator satisfying a2 = x.

Theorem 2.3.1 tells us that every positive operator on H has a unique
square root. The next theorem gives us a decomposition of self-adjoint
operators in terms of positive operators. It should remind the reader of the
Jordan decomposition theorem for a signed measure.

Theorem 2.3.2. Let H be a Hilbert space over C and x ∈ B(H) be a
self-adjoint operator. Then, there exists a unique pair (a, b) of positive
operators on H such that x = a− b and ab = 0.

Proof. Assume that x ∈ B(H) is a self-adjoint operator. Consider the
following two continuous complex-valued functions on the spectrum σ(x):

f(λ) =

{
λ, if λ ≥ 0,

0, otherwise.
g(λ) =

{
0, if λ > 0,

−λ, otherwise.
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If λ ∈ σ(x), then f(λ)g(λ) = 0 and λ = f(λ)− g(λ). By applying the
*-isomorphism Λ from Theorem 2.2.1 and setting a = f(x) and b = g(x),
we deduce that x = a− b and ab = 0 as required.

It remains to show uniqueness of the decomposition. Suppose that
c, d ∈ B(H)+ such that x = c− d and cd = 0. Observe that c and d must
commute because

dc = d∗c∗ = (cd)∗ = 0 = cd.

By using Theorem 2.2.2, we deduce that c
1
2d

1
2 = d

1
2 c

1
2 = 0. This is because

(c
1
2d

1
2 )2 = cd = 0.

Now, (c
1
2 + d

1
2 )2 = c+ d. Since c+ d is the square of a self-adjoint operator,

it must be positive because

σ(c+ d) = σ((c
1
2 + d

1
2 )2) = σ(c

1
2 + d

1
2 )2 ⊆ R≥0.

Also observe that (c+ d)2 = (c− d)2 = x2 so that c+ d is a square root of
the positive operator x2. But, from Theorem 2.3.1, c+ d is the unique
square root of x2. Therefore,

c =
1

2
((c+ d) + (c− d)) =

1

2
((x2)

1
2 + x) = f(x)

and

d =
1

2
((c+ d)− (c− d)) =

1

2
((x2)

1
2 − x) = g(x).

The operators a and b in Theorem 2.3.2 are called the positive and negative
parts of the self-adjoint operator x respectively. We usually denote a by x+

and b by x−. Observe that x+, x− ∈ C∗(x), where C∗(x) is the C*-algebra
generated by the operator x.

We will now like to prove equivalent characterisations of positive operators.
For this, we need the following lemma.

Lemma 2.3.3. Let H be a Hilbert space over C and x ∈ B(H). Then,
x = 0 if and only if for all ξ ∈ H, 〈ξ, x(ξ)〉 = 0. Also, x = x∗ if and only if
for all ξ ∈ H, 〈ξ, x(ξ)〉 ∈ R.
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Proof. Assume that x ∈ B(H). For the first statement, assume that x = 0.
Then, by positive definiteness of the inner product, if ξ ∈ H then
〈ξ, x(ξ)〉 = 0.

For the converse, assume that if ξ ∈ H then 〈ξ, x(ξ)〉 = 0. The map

φ : H ×H → C
(ξ, η) 7→ 〈ξ, x(η)〉

is a sesquilinear form and from an application of Theorem 2.1.2,

φ(ξ, η) =
1

4

3∑
k=0

ikφ(ξ + ikη, ξ + ikη)

=
1

4

3∑
k=0

ik〈ξ + ikη, x(ξ + ikη)〉

= 0.

So, if ξ, η ∈ H then 〈ξ, x(η)〉 = 0. So, x = 0. This proves the first statement.

For the second statement, assume that x = x∗. If ξ ∈ H, then

〈ξ, x(ξ)〉 = 〈x(ξ), ξ〉 = 〈ξ, x(ξ)〉.

So, 〈ξ, x(ξ)〉 ∈ R. For the converse, assume that if ξ ∈ H then 〈ξ, x(ξ)〉 ∈ R.
Define the sesquilinear form

ψ : H ×H → C
(ξ, η) 7→ 〈x(ξ), η〉

If ξ ∈ H then

φ(ξ, ξ) = 〈ξ, x(ξ)〉 = 〈ξ, x(ξ)〉 = 〈x(ξ), ξ〉 = ψ(ξ, ξ).

By Theorem 2.1.2, if ξ, η ∈ H, then φ(ξ, η) = ψ(ξ, η). So,
〈ξ, x(η)〉 = 〈x(ξ), η〉 and x = x∗.

Theorem 2.3.4. Let H be a Hilbert space over C and x ∈ B(H). The
following statements are equivalent:

1. x is positive.

2. There exists a self-adjoint operator y ∈ B(H) such that x = y2.
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3. There exists an operator z ∈ B(H) such that x = z∗z.

4. If ξ ∈ H, then 〈ξ, x(ξ)〉 ≥ 0.

Proof. Assume that x ∈ B(H) is a bounded operator on H.

If x is positive then there exists a unique positive operator y ∈ B(H) such
that x = y2 from Theorem 2.3.1. So, if the first statement is true, then the
second statement is true.

The third statement follows from the second statement, since a positive
operator is self-adjoint by definition.

Now suppose that there exists an operator z ∈ B(H) such that x = z∗z.
Assume that ξ ∈ H. Then,

〈ξ, x(ξ)〉 = 〈ξ, z∗z(ξ)〉 = ‖z(ξ)‖2 ≥ 0.

Finally, suppose that if ξ ∈ H, then 〈ξ, x(ξ)〉 ≥ 0. By Theorem 2.3.2,
x = x+ − x−, where x+, x− ∈ B(H)+ and x+x− = 0. With this
decomposition, we have for all ξ ∈ H,

0 ≤ 〈x−(ξ), x(x−(ξ))〉
= 〈ξ, x−xx−(ξ)〉
= 〈ξ, x−xx−(ξ)〉
= 〈ξ, x−(x+ − x−)x−(ξ)〉
= −〈ξ, (x−)3(ξ)〉.

Let f(λ) = λ3/2 for λ ∈ R≥0. Then, f is continuous and

−〈ξ, (x−)3(ξ)〉 = −〈x−(ξ), (x−)2(ξ)〉
= −〈x−(ξ), (x−)

1
2 (x−)

1
2x−(ξ)〉

= −〈(x−)
3
2 (ξ), (x−)

3
2 (ξ)〉

= −‖f(x−)(ξ)‖2 ≤ 0.

Therefore, if ξ ∈ H, 〈ξ, (x−)3(ξ)〉 = 0. So, (x−)3 = 0. From Corollary 2.2.4,
x− = 0 and x = x+ ∈ B(H)+. This completes the proof.
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We will make a brief aside into the world of quantum physics. If x ∈ B(H)
and ξ ∈ H, the quantity 〈ξ, x(ξ)〉 is called the expectation value of x in the
state determined by ξ. This terminology is usually applied when ξ is a unit
vector. Theorem 2.3.4 states that an operator x is positive if and only if its
expectation values are positive for all states ξ ∈ H.

Based on the notion of positivity, we can define a partial order relation on
the elements of B(H).

Definition 2.3.2. Let H be a Hilbert space over C and x, y ∈ B(H). We
say that x dominates y if x− y ≥ 0 (alternatively, x− y ∈ B(H)+). This
is also denoted as x ≥ y.

With the relation in Definition 2.3.2, we will prove that B(H) is a poset.
Recall the definition of a poset (partially ordered set) from [SS15, Page 7]
First, we need to establish some properties about the relation in Definition
2.3.2.

Theorem 2.3.5. Let H be a Hilbert space over C. Define

−B(H)+ = {−x | x ∈ B(H)+}

1. If x ∈ B(H)+ and λ ∈ R≥0, then λx ∈ B(H)+.

2. If x, y ∈ B(H)+, then x+ y ∈ B(H)+.

3. B(H)+ ∩ (−B(H)+) = {0}.

4. If x ∈ B(H)+ and y ∈ B(H), then y∗xy ∈ B(H)+.

Proof. Assume that H is a Hilbert space over C.

(1) Assume that x ∈ B(H)+ and λ ∈ R≥0. Then, σ(x) ⊆ R≥0 and

σ(λx) = {α ∈ C | αI − λx is not invertible}
= {λβ ∈ C | βI − x is not invertible} ⊆ R≥0.

So, λx ∈ B(H)+.

(2) Assume that x, y ∈ B(H)+. Then, from Theorem 2.3.4, if ξ ∈ H, then
〈ξ, x(ξ)〉 ≥ 0 and 〈ξ, y(ξ)〉 ≥ 0. So, 〈ξ, (x+ y)(ξ)〉 ≥ 0 and consequently,
x+ y ∈ B(H)+.
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(3) Assume that x ∈ B(H)+ ∩ (−B(H)+). From Theorem 2.3.4, if ξ ∈ H
then 〈ξ, x(ξ)〉 ≥ 0 and 〈ξ,−x(ξ)〉 = −〈ξ, x(ξ)〉 ≥ 0. So, 〈ξ, x(ξ)〉 = 0 and
therefore, x = 0.

(4) Assume that x ∈ B(H)+ and y ∈ B(H). From Theorem 2.3.4, if ξ ∈ H
then

〈ξ, y∗xy(ξ)〉 = 〈y(ξ), x(y(ξ))〉 ≥ 0.

since x is a positive operator. Hence, y∗xy ∈ B(H)+.

The fourth criterion in Theorem 2.3.5 is reminiscent of the criterion for a
matrix Mn×n(R) to be positive definite. Next, we will show that B(H) with
the relation in Definition 2.3.2 is indeed a poset.

Theorem 2.3.6. Let H be a Hilbert space over C. The set B(H), together
with the relation in Definition 2.3.2, is a poset.

Proof. Assume that H is a Hilbert space over C.

To show: (a) If x ∈ B(H) then x ≤ x.

(b) If x, y, z ∈ B(H), x ≤ y and y ≤ z then x ≤ z.

(c) If x, y ∈ B(H), x ≤ y and y ≤ x then x = y.

(a) Assume that x ∈ B(H). Then, x− x = 0, whose spectrum is
σ(0) = {0} ⊆ R≥0. So, x− x ∈ B(H)+ and x ≤ x.

(b) Assume that x, y, z ∈ B(H), x ≤ y and y ≤ z. Using Theorem 2.3.5, we
deduce that

x− z = (x− y) + (y − z) ∈ B(H)+

because x− y, y − z ∈ B(H)+. Therefore, x ≤ z.

(c) Assume that x, y ∈ B(H), x ≤ y and y ≤ x. Then, x− y ∈ B(H)+ and
y − x ∈ B(H)+. So, x− y ∈ B(H)+ ∩ (−B(H)+) = {0}. Therefore,
x = y.

Let us prove some more useful properties of the poset (B(H),≤).

Lemma 2.3.7. Let H be a Hilbert space over C and x ∈ B(H). Then,
x∗x ≤ ‖x‖2I.
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Proof. Assume that x ∈ B(H) and ξ ∈ H. Then,

〈ξ, x∗x(ξ)〉 = 〈x(ξ), x(ξ)〉 ≤ ‖x‖2‖ξ‖2 = 〈ξ, ‖x‖2I(ξ)〉.

So, if ξ ∈ H then 〈ξ, (‖x‖2I − x∗x)(ξ)〉 ≥ 0. Hence, x∗x ≤ ‖x‖2I as
required.

Lemma 2.3.8. Let H be a Hilbert space over C and x ∈ B(H) be a positive
operator. Then, x ≤ I if and only if ‖x‖ ≤ 1.

Proof. Assume that x ∈ B(H) is a positive operator.

To show: (a) If x ≤ I, then ‖x‖ ≤ 1

(b) If ‖x‖ ≤ 1, then x ≤ I.

(a) Assume that x ≤ I. Since x is positive, there exists z ∈ B(H) such that
x = z∗z from Theorem 2.3.4. If ξ ∈ H then

〈ξ, (I − x)(ξ)〉 = 〈ξ, ξ〉 − 〈ξ, x(ξ)〉
= 〈ξ, ξ〉 − 〈ξ, z∗z(ξ)〉
= ‖ξ‖2 − ‖z(ξ)‖2

≥ ‖ξ‖2 − ‖z‖2‖ξ‖2

= (1− ‖z‖2)‖ξ‖2 ≥ 0.

Hence, ‖z‖2 ≤ 1. Recall from Theorem 1.1.1 that ‖z‖2 = ‖z∗z‖ = ‖x‖. So,
‖x‖ ≤ 1.

(b) Assume that ‖x‖ ≤ 1. If ξ ∈ H then

〈ξ, (I − x)(ξ)〉 = ‖ξ‖2 − 〈ξ, x(ξ)〉
≥ ‖ξ‖2 − ‖ξ‖‖x(ξ)‖
≥ ‖ξ‖2 − ‖x‖‖ξ‖2

= (1− ‖x‖)‖ξ‖2 ≥ 0.

Thus, I − x ∈ B(H)+ and x ≤ I as required.

Lemma 2.3.9. Let H be a Hilbert space over C and x, y ∈ B(H)+ such
that 0 ≤ x ≤ y. Assume that x has inverse x−1. Then, y is invertible and
its inverse y−1 satisfies y−1 ≤ x−1.
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Proof. Assume that x, y ∈ B(H)+ such that 0 ≤ x ≤ y and x is invertible.
Since x is positive, the spectrum σ(x) is a compact subset of R≥0. Since x
is invertible, 0 6∈ σ(x). So, there exists δ ∈ R>0 such that σ(x) ⊆ [δ,∞).

The continuous functional calculus tells us that x− δI ≥ 0. This is because
x− δI is self-adjoint (as x and I are self-adjoint) and

σ(x− δI) = {λ ∈ R | (λ+ δ)I − x is not invertible}
= {λ ∈ R | λ+ δ ∈ σ(x)}
⊆ {λ ∈ R | λ+ δ ∈ [δ,∞)}
= [0,∞).

So, x ≥ δI and y ≥ δI. So, σ(y) ⊆ [δ,∞) and y must be invertible.

Since x ≤ y, y−
1
2xy−

1
2 ≤ I. By Lemma 2.3.8, ‖y− 1

2xy−
1
2‖ ≤ 1. Exploiting

the fact that x and y−1 are self-adjoint, we must have

‖x
1
2y−

1
2‖2 = ‖(x

1
2y−

1
2 )∗x

1
2y−

1
2‖ = ‖y−

1
2xy−

1
2‖ ≤ 1.

Consequently,

‖y−
1
2x

1
2‖ = ‖(x

1
2y−

1
2 )∗‖ = ‖x

1
2y−

1
2‖ ≤ 1.

Now observe that

(y−
1
2x

1
2 )∗y−

1
2x

1
2 ≤ ‖y−

1
2x

1
2‖2I ≤ I.

From the LHS, we obtain x
1
2y−1x

1
2 ≤ I. This means that the operator

I − x 1
2y−1x

1
2 ∈ B(H)+. Since x−

1
2 is self-adjoint because x−1 is self-adjoint

and Theorem 2.3.4,

(x−
1
2 )∗(I − x

1
2y−1x

1
2 )x−

1
2 = x−1 − y−1 ∈ B(H)+

by Theorem 2.3.5. Hence, x−1 ≥ y−1 as required.

We will end this section with a very interesting application of positive
operators.

Theorem 2.3.10. Let H be a Hilbert space over C and x ∈ B(H). Then, x
is a C-linear combination of four unitary operators.
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Proof. Assume that x ∈ B(H). Observe that the operators x+ x∗ and
−i(x− x∗) are self-adjoint. For the second operator, we have

(−i(x− x∗))∗ = i(x∗ − x) = −i(x− x∗).

Now observe that x is the C-linear combination

x =
1

2
(x+ x∗)− 1

2i
(−i(x− x∗)).

Now it suffices to show that any self-adjoint operator can be written as a
C-linear combination of two unitary operators. Without loss of generality,
we can assume that the self-adjoint operator has norm 1.

Assume that y ∈ B(H) is a self-adjoint operator with ‖y‖ = 1. Since y is
self-adjoint, y2 must be a positive operator from Theorem 2.2.3. It has
norm ‖y2‖ = ‖y∗y‖ = ‖y‖2 = 1. Therefore, y2 = y∗y ≤ ‖y‖2I = I. Since
I − y2 ∈ B(H)+, Theorem 2.3.1 tells us that there exists a unique positive

operator (I − y2)
1
2 such that

((I − y2)
1
2 )2 = I − y2.

Now, we decompose y as

y =
1

2

(
(y + i(I − y2)

1
2 ) + (y − i(I − y2)

1
2 )
)

Notice that the operators y + i(I − y2)
1
2 and y − i(I − y2)

1
2 are unitary.

This is because the functions f(λ) = λ
1
2 and g(λ) = (1− λ2)

1
2 are

continuous functions for λ ∈ σ(y) and by Theorem 2.2.2,
y

1
2 (1− y2)

1
2 = (1− y2)

1
2y

1
2 . Consequently,

(y ± i(I − y2)
1
2 )(y ± i(I − y2)

1
2 )∗ = (y ± i(I − y2)

1
2 )(y ∓ i(I − y2)

1
2 )

= y2 + (I − y2) = I

and

(y ± i(I − y2)
1
2 )∗(y ± i(I − y2)

1
2 ) = (y ∓ i(I − y2)

1
2 )(y ± i(I − y2)

1
2 )

= y2 + (I − y2) = I.

This yields the statement we are after.
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2.4 Projection operators

One of the basic topics of Hilbert space theory is the notion of orthogonal
projections onto closed subspaces of H. One of the fundamental theorems
associated with this topic is

Theorem 2.4.1. Let H be a Hilbert space and V be a closed subspace of H.
Then, H = V ⊕ V ⊥. In other words, for all x ∈ H, x = y + z, where y ∈ V
is the unique point in V which has minimal distance from x. Similarly,
z ∈ V ⊥ is the unique point in V ⊥ which has minimal distance from x.

The map x 7→ y is called a projection operator. With the goal of proving
the polar decomposition for elements in B(H), we will discuss a few aspects
of projection operators in the next few sections.

Note that the projection operator as in Theorem 2.4.1 is not the definition
of a projection operator that we will use. The definition we will use is
motivated by the following result.

Theorem 2.4.2. Let H be a Hilbert space and P : H → H be a bounded,
linear operator which satisfies P 2 = P and P ∗ = P . Then, P is the
projection operator onto the closed subspace im(P ) in the sense of Theorem
2.4.1.

Proof. Assume that H is a Hilbert space and P : H → H is a bounded
linear operator which satisfies P 2 = P and P ∗ = P . The first part of the
proof is to show that the image im(P ) is a closed subspace of H.

To show: (a) The image im(P ) is closed.

(a) Let I : H → H denote the identity operator on H. Consider the
operator I − P : H → H. We observe that I − P satisfies the same
properties as P . This is because

(I − P )2 = I2 − P − P + P 2 = I − P − P + P = I − P

and if x, y ∈ H then

〈(I − P )x, y〉 = 〈x, y〉 − 〈P (x), y〉
= 〈x, y〉 − 〈x, P (y)〉
= 〈x, (I − P )y〉.
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Furthermore, im(P ) = ker(I − P ). To see why this is the case, suppose that
P (x) ∈ im(P ). Then, (I − P )(Px) = Px− P 2x = 0. So, P (x) ∈ ker(I − P )
for all x ∈ H and therefore, im(P ) ⊆ ker(I − P ).

Conversely, suppose that y ∈ ker(I − P ). Then, (I − P )y = 0 and
consequently, P (y) = y. Hence, y ∈ im(P ) and as a result,
ker(I − P ) ⊆ im(P ). Therefore, ker(I − P ) = im(P ). Since ker(I − P ) is a
closed subspace of H, im(P ) must also be closed as required.

We showed in part (a) that I − P satisfies the same properties as P . Hence,
we can apply the result of part (a), but to the operator I − P . So,
im(I − P ) = kerP = (im(P ))⊥. Now assume that x ∈ H. Then,

x = P (x) + (x− P (x))

where P (x) ∈ im(P ) and x− P (x) ∈ im(I − P ) = (im(P ))⊥. Thus, P is the
projection operator onto the closed subspace im(P ), which completes the
proof.

Due to the characterisation in Theorem 2.4.2, the definition of a projection
operator in [Sol18] is

Definition 2.4.1. Let H be a Hilbert space and x ∈ B(H). We say that x
is a projection if x = x2 and x = x∗.

From now on, we will take Definition 2.4.1 as the definition of a projection
operator. Another characterisation of a projection operator is given by
considering its spectrum.

Theorem 2.4.3. Let H be a Hilbert space over C and x ∈ B(H). Then, x
is a projection operator if and only if x is self-adjoint and the two
continuous functions λ 7→ λ2 and λ 7→ λ, defined for λ ∈ σ(x), are equal.

Proof. Assume that x ∈ B(H). Define the functions φ, ψ ∈ Cts(σ(x),C) by
φ(λ) = λ and ψ(λ) = λ2.

To show: (a) If x is a projection operator, then x is self-adjoint and φ = ψ
on the spectrum σ(x).

(b) If x is self-adjoint and φ = ψ on the spectrum σ(x), then x is a
projection operator.

(a) Assume that x is a projection operator. Then, x is self-adjoint and
x2 = x. Applying the *-isomorphism Λ from Theorem 2.2.1 on both sides of
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x2 = x, we obtain ψ = φ on the spectrum σ(x).

(b) Assume that x is a self-adjoint operator and that φ = ψ as functions in
Cts(σ(x),C). Applying the inverse map Λ−1 from Theorem 2.2.1, we find
that x = x2. Hence, x is a projection operator as required.

We note in the scenario of Theorem 2.4.2 that ψ = φ in Cts(σ(x),C) if and
only if σ(x) ⊆ {0, 1}. First suppose that ψ = φ and λ ∈ σ(x). Then,
ψ(λ) = φ(λ) and λ2 = λ. So, λ = 0 or λ = 1 and σ(x) ⊆ {0, 1}.

Conversely, suppose that σ(x) ⊆ {0, 1}. From Theorem 2.2.3,

σ(x(I − x)) = {λ− λ2 | λ ∈ σ(x)} = {0}.

So, x− x2 = 0 in B(H) and ψ(x) = φ(x).

Definition 2.4.2. Let H be a Hilbert space over C and e1, e2 ∈ B(H) be
projection operators. We say that e1 and e2 are orthogonal if e1e2 = 0.

The reason why we use the (admittedly loaded) term orthogonal in the
above definition lies with the following result.

Lemma 2.4.4. Let H be a Hilbert space over C and e1, e2 ∈ B(H) be
projection operators. Then, e1 and e2 are orthogonal if and only if
im(e1) = (im(e2))⊥.

Proof. Assume that e1, e2 ∈ B(H) are projection operators. Then, e1 and
e2 are orthogonal if and only if for ξ, η ∈ H,

0 = 〈e1e2(ξ), η〉 = 〈e2(ξ), e1(η)〉.

In turn, the above equation holds if and only if im(e1) = (im(e2))⊥.

Definition 2.4.3. Let H be a Hilbert space over C and x ∈ B(H). Define
l(x) to be the projection operator onto the closure im(x) and r(x) to be the
projection operator onto the orthogonal complement (ker x)⊥. The operator
l(x) is called the left support of x and r(x) is called the right support of
x.

Observe that l(x)x = x because im(x) ⊆ im(x). Also, xr(x) = x because by
Theorem 2.4.1,

H = ker x⊕ (kerx)⊥.

Let h = h1 + h2 ∈ H where h1 ∈ kerx and h2 ∈ (kerx)⊥. Then,
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xr(x)(h) = x(h2) = x(h1 + h2) = x(h).

The left and right supports of a bounded operator have a useful connection
via the adjoint. We will need to prove some properties of the orthogonal
complement first. The most important property of the orthogonal
complement is that for any subspace S of a Hilbert space H, S⊥ is always a
closed subspace of H.

Theorem 2.4.5. Let H be a Hilbert space.

(a) If S is a subspace of H then S ⊆ (S⊥)⊥.

(b) If S1, S2 are subspaces of H and S1 ⊆ S2 then S⊥2 ⊆ S⊥1 .

(c) If S is a closed subspace of H then S = (S⊥)⊥.

(d) If S is a subspace of H, then S = (S⊥)⊥.

Proof. Assume that H is a Hilbert space.

(a) Assume that S is a subspace of H and that s ∈ S. If t ∈ S⊥ then
〈s, t〉 = 0. So, s ∈ (S⊥)⊥ and S ⊆ (S⊥)⊥.

(b) Assume that S1, S2 are subspaces of H such that S1 ⊆ S2. Then,

S⊥2 = {x ∈ H | 〈x, v〉 = 0 for v ∈ S2}
⊆ {x ∈ H | 〈x, v〉 = 0 for v ∈ S1}
= S⊥1 .

(c) Assume that S is a closed subspace of H. Then, by Theorem 2.4.1,
H = S ⊕ S⊥. We already have S ⊆ (S⊥)⊥ by part (a). It suffices to prove
the reverse inclusion. Assume that x ∈ (S⊥)⊥. Then, x = y + z where
y ∈ S and z ∈ S⊥.

To show: (ca) z = 0.

(ca) Since x ∈ (S⊥)⊥ and z ∈ S⊥, 〈x, z〉 = 0. But,

〈x, z〉 = 〈y, z〉+ ‖z‖2 = ‖z‖2 = 0.
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Thus, z = 0 and x = y ∈ S. Hence, (S⊥)⊥ ⊆ S and S = (S⊥)⊥.

(d) Assume that S is a subspace of H. Then, S ⊆ S. Applying part (b)

twice, we deduce that (S⊥)⊥ ⊆ (S
⊥

)⊥. Since S is a closed subspace of H,

(S
⊥

)⊥ = S from part (c). Thus, (S⊥)⊥ ⊆ S.

Now observe that from part (a), S ⊆ (S⊥)⊥ = (S⊥)⊥. The last equality
follows from the fact that (S⊥)⊥ is a closed subspace of H. So, S = (S⊥)⊥

as required.

Now we can properly prove the relation between the left and right supports.

Lemma 2.4.6. Let H be a Hilbert space over C and x ∈ B(H). Then,
l(x) = r(x∗) and r(x) = l(x∗).

Proof. Assume that x ∈ B(H).

To show: (a) l(x) = r(x∗).

(b) r(x) = l(x∗).

(a) It suffices to show that im(x)⊥ = kerx∗. Note that if η, ξ ∈ H then

〈η, x(ξ)〉 = 0 if and only if 〈x∗(η), ξ〉 = 0.

This demonstrates that im(x)⊥ = kerx∗. So, l(x) is the projection onto the
closed subspace

im(x) = (im(x)⊥)⊥ = (ker x∗)⊥

from Theorem 2.4.5. But, this is just r(x∗). So, l(x) = r(x∗).

(b) Part (a) gives r(x) = r((x∗)∗) = l(x∗).

If x ∈ B(H) is a self-adjoint operator then Lemma 2.4.6 tells us that
l(x) = r(x∗) = r(x).

Definition 2.4.4. Let H be a Hilbert space and x ∈ B(H) be self-adjoint.
The common value of l(x) and r(x) is denoted by s(x) and called the
support of x.

The support of a self-adjoint operator satisfies the following property.

Theorem 2.4.7. Let H be a Hilbert space over C and x ∈ B(H). Then,
r(x) = s(x∗x) and l(x) = s(xx∗).
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Proof. Assume that x ∈ B(H). Notice that the operators x∗x and xx∗ are
self-adjoint. So, we are able to talk about the support of x∗x and xx∗.

To show: (a) ker(x) = ker(x∗x).

(a) We have ker(x) ⊆ ker(x∗x). For the reverse inclusion, suppose that
ξ ∈ ker(x∗x). Then, 〈ξ, x∗x(ξ)〉 = 0 = ‖x(ξ)‖2. So, x(ξ) = 0 and ξ ∈ ker(x).

Now, r(x) is the projection operator onto the closed subspace (ker(x))⊥.
From part (a), (ker(x))⊥ = (ker(x∗x))⊥. Therefore, r(x) = s(x∗x).

Similarly, l(x) is the projection operator onto the closed subspace
im(x) = (ker x∗)⊥ = (ker xx∗)⊥. So, l(x) = s(xx∗).

2.5 Partial isometries

The notion of a partial isometry is based on the following equivalent
conditions.

Theorem 2.5.1. Let H be a Hilbert space over C and x ∈ B(H). Then,
the following conditions are equivalent:

(a) x∗x is a projection operator.

(b) xx∗x = x.

(c) x∗xx∗ = x∗.

(d) xx∗ is a projection operator.

Proof. Assume that x ∈ B(H). For the first implication, assume that x∗x is
a projection operator. Notice that if e ∈ B(H) is a projection operator, l(e)
is a projection operator onto im(e) = im(e), as a consequence of Theorem
2.4.2. Hence, the support s(e) = l(e) = e.

Since x∗x is a projection operator, x∗x = s(x∗x) = r(x). Hence,

xx∗x = xr(x) = x.

Next, assume that xx∗x = x. Taking the adjoint of both sides yields
x∗xx∗ = x∗.
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Assume that x∗xx∗ = x∗. To see that xx∗ is a projection operator, note first
that by direct computation, xx∗ is self-adjoint. To see that xx∗ is
idempotent, observe that

(xx∗)2 = x(x∗xx∗) = xx∗.

Thus, xx∗ is a projection operator.

Finally, assume that xx∗ is a projection operator. By Lemma 1.2.1,
σ(xx∗) ∪ {0} = σ(x∗x) ∪ {0}. Since xx∗ is a projection operator,
σ(xx∗) ⊆ {0, 1}. Since σ(xx∗) ∪ {0} = σ(x∗x) ∪ {0} is true, σ(xx∗) ⊆ {0, 1}
if and only if σ(x∗x) ⊆ {0, 1}. Since x∗x is self-adjoint and σ(x∗x) ⊆ {0, 1},
x∗x must be a projection operator as required.

Definition 2.5.1. Let H be a Hilbert space over C and x ∈ B(H). We say
that x is a partial isometry if it satisfies any of the equivalent statements
in Theorem 2.5.1.

The projection operator x∗x is called the initial projection, whereas the
projection operator xx∗ is called the final projection. Their respective
images are called the initial subspace and final subspace of x.

The following theorem explains the origin of the name partial isometry.

Theorem 2.5.2. Let H be a Hilbert space over C and x ∈ B(H). The
operator x is a partial isometry if and only if there exists a closed subspace
S ⊆ H such that

‖xξ‖ =

{
‖ξ‖, if ξ ∈ S,
0, if ξ ∈ S⊥.

The subspace S is the initial subspace of x and xS is the final subspace of x.

Proof. Assume that x ∈ B(H). First assume that x is a partial isometry.
Then, x∗x is a projection operator and consequently, im(x∗x) is a closed
subspace of H. Observe that if ξ ∈ H then

‖x(x∗x(ξ))‖2 = 〈xx∗xξ, xx∗xξ〉
= 〈x∗xξ, x∗xx∗xξ〉
= 〈x∗xξ, x∗xξ〉 = ‖x∗xξ‖2.

If η ∈ im(x∗x)⊥ then
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‖xη‖2 = 〈xη, xη〉 = 〈η, x∗xη〉 = 0.

Therefore,

‖xξ‖ =

{
‖ξ‖, if ξ ∈ im(x∗x),

0, if ξ ∈ im(x∗x)⊥.

For the converse, suppose that there exists a closed subspace S ⊆ H such
that

‖xξ‖ =

{
‖ξ‖, if ξ ∈ S,
0, if ξ ∈ S⊥.

To see that x is a partial isometry, we will show that xx∗x = x. By
Theorem 2.4.1, H = S ⊕ S⊥. Assume that η ∈ H and ξ ∈ S. Write
η = η1 + η2, where η1 ∈ S and η2 ∈ S⊥. Then,

〈η, x∗x(ξ)〉 = 〈η1, x
∗x(ξ)〉+ 〈η2, x

∗x(ξ)〉
= 〈x(η1), x(ξ)〉+ 〈x(η2), x(ξ)〉
= 〈x(η1), x(ξ)〉 (Theorem 2.1.2)

= 〈η1, ξ〉 (Theorem 2.1.2)

= 〈η, ξ〉.

Thus, if ξ ∈ S then x∗x(ξ) = ξ. This means that

xx∗x(η) = xx∗x(η1 + η2) = x(η1) + 0 = x(η1)

Since η ∈ H was arbitrary, xx∗x = x and x∗x must be a projection
operator. So, x is a partial isometry.

How is a partial isometry related to an isometry? Theorem 2.5.2 provides a
convincing answer; if x is a partial isometry with initial subspace H then x
is an isometry.

2.6 The polar decomposition

Let us foray briefly into the world of linear algebra. Let A ∈Mn×n(C).
Then, the polar decomposition states that A = UP , where U ∈ GLn(C) is
unitary and P ∈Mn×n(C) is a positive semi-definite Hermitian matrix. We
will generalise this decomposition to the situation of a bounded linear
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operator x on a complex Hilbert space H, using the concepts discussed in
the previous two sections.

Theorem 2.6.1. Let H be a Hilbert space over C and x ∈ B(H). Then
there exists a unique pair of operators v, a ∈ B(H) such that x = va, a is
positive and v∗v = s(a).

Proof. Assume that x ∈ H. We will first prove the existence of a pair of
operators v, a ∈ B(H) which satisfy the conditions outlined above.

First observe that x∗x is a positive operator. To see why this is the case, let
α : σ(x)→ C be defined by α(λ) = λλ = |λ|2. Then, α ∈ Cts(σ(x),C) and
by Theorem 2.2.3,

σ(x∗x) = σ(α(x)) = α(σ(x)) = {|λ|2 | λ ∈ σ(x)} ⊆ R≥0.

Thus, x∗x is a positive operator and by Theorem 2.3.1, the square root
(x∗x)

1
2 is also a positive operator. Define a = (x∗x)

1
2 . If ξ ∈ H then

‖aξ‖2 = 〈aξ, aξ〉 = 〈ξ, a2ξ〉 = 〈ξ, x∗xξ〉 = ‖xξ‖2.

Define the linear map

v00 : im(a) → im(x)
η = aξ 7→ xξ

We will show that v00 is well-defined. Suppose that η = aξ = aξ′ for
ξ, ξ′ ∈ H with ξ 6= ξ′. Then,

‖xξ − xξ′‖ = ‖x(ξ − ξ′)‖ = ‖a(ξ − ξ′)‖ = 0.

Thus, the linear map v00 is well-defined. By construction, it is an isometric
map (distance-preserving). Thus, it extends uniquely to an isometry
v0 : im(a)→ H.

Now consider the map

v(ξ) =

{
v0ξ, if ξ ∈ im(a)

0, if ξ ∈ im(a)⊥.

This is a partial isometry (see Theorem 2.5.2) which satisfies va = x by
construction. Furthermore, the support s(a) = l(a) is the projection
operator onto im(a).
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The projection operator v∗v projects onto the closed subspace im(v∗v). But,

im(v∗v) = im(v∗v)

= (im(v∗v)⊥)⊥ (Theorem 2.4.5)

= (ker(v∗v))⊥

= (ker(v))⊥

= (im(a)⊥)⊥

= im(a) (Theorem 2.4.5).

Thus, v∗v = s(a), which proves existence.

In order to show uniqueness, suppose that u, b ∈ B(H) such that x = ub,
b ∈ B(H)+ and u∗u = s(b). Then,

x∗x = (va)∗va = av∗va = as(a)a = a2.

But, we also have

x∗x = (ub)∗ub = bu∗ub = bs(b)b = b2.

So, a2 = b2 and by the uniqueness of the square root, a = b. Since u is a
partial isometry with initial projection s(b) = s(a). The initial subspace is
im(a) and so, u(τ) = 0 for τ ∈ im(a)⊥. So, u = v0 in im(a)⊥.

Now if η ∈ H then

u(a(η)) = x(η) = v0(a(η))

because a = b. Thus, u = v0 on im(a). Consequently, u = v, proving
uniqueness.

In light of the polar decomposition, we make the following definition.

Definition 2.6.1. Let H be a Hilbert space over C and x ∈ B(H). By
Theorem 2.6.1, x = va, where a ∈ B(H)+ and v ∈ B(H) satisfies
v∗v = s(a). The partial isometry v is called the phase of x and the positive
operator a is called the modulus/absolute value of x. The absolute
value of x is sometimes denoted by |x|.

According to [Sol18], the polar decomposition will play a major role in the
sections that follow. Thus, we will prove a few properties satisfied by the
polar decomposition.
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Theorem 2.6.2. Let H be a Hilbert space over C and x ∈ B(H). Let
x = v|x| be the polar decomposition of x.

(a) If x is self-adjoint then |x| = f(x), where f(λ) = |λ| ∈ Cts(σ(x),C).

(b) The phase v is unitary if and only if kerx = {0} and im(x) is dense in
H.

(c) x∗ = v∗(v|x|v∗) where s(v|x|v∗) = vv∗.

(d) If x is self-adjoint then |x| = x+ + x− and v = s(x+)− s(x−), where x+

and x− are the positive and negative parts of x respectively.

Proof. Assume that x = v|x| ∈ B(H), where v|x| is the polar
decomposition of x.

(a) Assume that x is self-adjoint. Then,

x∗x = (v|x|)∗v|x| = |x|v∗v|x| = |x|s(|x|)|x| = |x|2.
Let f ∈ Cts(σ(x),C) be such that f(λ) = λλ = |λ|2. By Theorem 2.2.1,
f(x) = |x|2. Since |x| is self-adjoint, |x|2 is positive. By Theorem 2.3.1, |x|2
has a unique square root. Hence, taking the square root of both sides gives
g(x) = |x|, where g ∈ Cts(σ(x),C) is given by g(λ) = |λ|.

(b) In one direction, assume that the phase v is unitary. Then,
vv∗ = v∗v = I. But, v∗v = s(|x|) = I. The projection operator s(|x|)
projects onto im|x| = H. This demonstrates that im|x| is a dense subspace
of H. But, |x| = v∗v|x| = v∗x. Since |x| is self-adjoint, |x| = x∗v. So,
im|x| ⊆ im(x∗) and

im(x∗) = H = (im(x∗)⊥)⊥ = ker(x)⊥.

Therefore, ker(x) = {0}. Now observe that

im(|x|) = (ker(|x|))⊥ = H.

So, ker(|x|) = 0. Since x∗ = |x|v∗,

ker(x∗) = {ξ ∈ H | x∗(ξ) = 0}
= {ξ ∈ H | |x|(v∗(ξ)) = 0}
⊆ {ξ ∈ H | |x|(ξ) = 0} = ker(|x|) = {0}.
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So, ker(x∗) = {0} and by Theorem 2.4.5,

im(x) = (im(x)⊥)⊥ = (ker(x∗))⊥ = H.

For the other direction, assume that im(x) = H and that ker(x) = {0}.
Since x = v|x|, im(x) ⊆ im(v). So, the closure im(v) = H. Recall that v is
a partial isometry by construction in Theorem 2.6.1. So, v∗v and vv∗ are by
definition projection operators.

Since im(v) = H, we can use Theorem 2.4.5 to deduce that ker(v∗) = {0}.
So, ker(vv∗) = ker(v∗) = {0}. Taking orthogonal complements and using
Theorem 2.4.5 again, we deduce that vv∗ projects onto the closed subspace

im(vv∗) = im(vv∗) = (ker(vv∗))⊥ = H.

Hence, vv∗ = I. Now recall from Theorem 2.6.1 that the support
s(|x|) = v∗v. But, s(|x|) is the projection operator onto the subspace
im(|x|) = ker(|x|)⊥.

If ker(x) = {0} then

ker(|x|) = {ξ ∈ H | |x|(ξ) = 0}
⊆ {ξ ∈ H | v(|x|(ξ)) = 0} = ker(x) = {0}.

So, ker(|x|) = {0} and by taking the orthogonal complement of both sides,
im(|x|) = H. Thus, v∗v = s(|x|) = I.

(c) Using the support s(|x|), we compute directly that

x∗ = |x|v∗ = (s(|x|)|x|)v∗ = v∗(v|x|v∗).

Since |x| is a positive operator, v|x|v∗ must also be a positive operator by
Theorem 2.3.5. Since v is a partial isometry, we have from Theorem 2.5.1
that

(vs(|x|)v∗)(v|x|v∗) = (vv∗vv∗)(v|x|v∗) = v|x|v∗

because (vv∗)2 = vv∗ and vv∗v = v. Also,

(v|x|v∗)(vs(|x|)v∗) = (v|x|v∗)(vv∗vv∗) = v|x|v∗.

Therefore, by the uniqueness of the decomposition in Theorem 2.4.1,
s(v|x|v∗) = vs(|x|)v∗. But, vs(|x|)v∗ = vv∗. Thus, the decomposition
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x∗ = v∗(v|x|v∗)

is the polar decomposition of the adjoint x∗.

(d) Assume that x is self-adjoint. By Theorem 2.3.2, there exists a unique
pair (x+, x−) of positive operators such that x+x− = 0 and x = x+ − x−.

Consider the operator s(x+)x−. Since x+x− = 0, im(x−) ⊆ ker(x+). But,
the projection operator s(x+) projects onto the closed subspace (ker(x+))⊥.
Since H = ker(x+)⊕ (ker(x+))⊥, s(x+)x− = 0. Similarly, since x−x+ = 0,
s(x−)x+ = 0.

Now, we observe that

(s(x+)−s(x−))(x++x−) = s(x+)x++s(x+)x−−s(x−)x+−s(x−)x− = x+−x− = x.

Since x+ and x− are both positive operators, x+ + x− is also a positive
operator by Theorem 2.3.5.

Now consider the operator s(x+)s(x−). The projection s(x−) projects onto
the subspace (ker(x−))⊥. But, (ker(x−))⊥ ⊆ (im(x+))⊥. Since
H = (im(x+))⊥ ⊕ im(x+) because im(x+) = (im(x+)⊥)⊥, s(x+)s(x−) = 0.
Similarly, s(x−)s(x+) = 0.

Since s(x+)− s(x−) is self-adjoint,

(s(x+)− s(x−))∗(s(x+)− s(x−)) = (s(x+)− s(x−))2 = s(x+) + s(x−).

To show: (da) The support s(x+ + x−) = s(x+) + s(x−).

(da) We have by direct calculation

(x+ + x−)(s(x+) + s(x−)) = (s(x+) + s(x−))(x+ + x−) = x+ + x−.

We also check directly that s(x+) + s(x−) is a projection operator. Thus,
due to the uniqueness of the decomposition in Theorem 2.4.1,
s(x+) + s(x−) = s(x+ + x−).

Consequently, we have shown that the decomposition

52



x = (s(x+)− s(x−))(x+ + x−)

is a polar decomposition of x. By invoking the uniqueness of the polar
decomposition in Theorem 2.6.1, we have v = s(x+)− s(x−) and
|x| = x+ + x−.

The following properties of the polar decomposition was proved in [Mur90,
Theorem 2.3.4].

Theorem 2.6.3. Let H be a Hilbert space and x ∈ B(H). Let x = u|x| be
the polar decomposition of x. Then,

u∗x = |x| and keru = ker|x| = kerx.

Moreover, u is the unique partial isometry such that x = u|x| and
keru = ker x.

Proof. Assume that H is a Hilbert space and x ∈ B(H). Let x = u|x| be
the polar decomposition of x. By Theorem 2.6.1,

keru = im(|x|)
⊥

= ker|x| = ker|x|.
By Theorem 2.6.1, the projection u∗u = s(|x|). So,

|x| = u∗u|x| = u∗x

and consequently, ker x ⊆ ker|x|. Since x = u|x| then ker|x| ⊆ kerx. So,
kerx = ker|x|.

Now suppose that w ∈ B(H) is another partial isometry such that x = w|x|
and kerw = ker x. Then,

kerw = kerx = ker|x| = keru.

So, w = u on ker|x| = im(|x|)
⊥

. Since u|x| = w|x| then u = w on im(|x|).
Thus, u = w and u is the unique partial isometry satisfying x = u|x| and
keru = ker x.

2.7 Monotone convergence of operators in

the strong topology

The purpose of this section is to show how the partial relation on B(H), as
seen in Definition 2.3.2, interacts with the strong topology on B(H). The
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strong (operator) topology is defined by the family of seminorms {pξ}ξ∈H
where pξ(x) = ‖xξ‖ for x ∈ B(H).

Definition 2.7.1. Let {xi}i∈I be a sequence in B(H). We say that the
sequence converges to x ∈ B(H) in the strong topology if and only if for
any ξ ∈ H, xiξ → xξ as i→∞. In other words, the operators xi converge
to x pointwise on H.

The point here is that a uniformly bounded sequence of self-adjoint
operators in B(H) which is monotonically increasing according to the
partial relation in Definition 2.3.2 converges in the strong topology.

Theorem 2.7.1. Let H be a Hilbert space over C and {xi}i∈I be a sequence
of self-adjoint operators such that if i ≥ j, then xi ≥ xj. Assume that there
exists C ∈ R>0 such that if i ∈ I then ‖xi‖ ≤ C.

Then, there exists a self-adjoint operator x ∈ B(H) such that if i ∈ I then
x ≥ xi and if y ∈ B(H) is an operator satisfying y ≥ xi for i ∈ I then
y ≥ x. Moreover, {xi}i∈I converges to x in the strong topology.

Proof. Assume that {xi}i∈I is a sequence of self-adjoint operators satisfying
the properties above. From Theorem 2.3.4 and Lemma 2.3.3, we deduce
that if ξ ∈ H then the sequence {〈ξ, xi(ξ)〉}i∈I in R is bounded and
non-decreasing. Hence, it must converge to its supremum:

lim
i→∞
〈ξ, xi(ξ)〉 = sup

i∈I
〈ξ, xi(ξ)〉.

Now observe that by the polarization identity (see Theorem 2.1.2), the
sequence {〈ξ, xi(η)〉}i∈I in C must also converge. To see why this is the
case, write

〈ξ, xj(η)〉 =
1

4

3∑
k=0

ik〈ξ + ikη, xj(ξ + ikη)〉

for j ∈ I and then take the limit of both sides as j →∞. Since the RHS
converges in the limit, the LHS must converge as well.

Now let F (ξ, η) = limi→∞〈ξ, xi(η)〉. This is a sesquilinear form which is
bounded because

|F (ξ, η)| = | lim
i→∞
〈ξ, xi(η)〉| = lim

i→∞
|〈ξ, xi(η)〉| ≤ C‖ξ‖‖η‖.

For η ∈ H, define the map
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φξ : H → C
η 7→ F (ξ, η)

This is a continuous/bounded linear functional. By the Riesz
representation theorem, there exists unique τ ∈ H such that

F (ξ, η) = lim
i→∞
〈ξ, xi(η)〉 = 〈ξ, τ〉.

Consequently, there exists a unique operator x ∈ B(H) such that

F (ξ, η) = 〈ξ, x(η)〉 = lim
i→∞
〈ξ, xi(η)〉

for ξ, η ∈ H. Notice that F (ξ, ξ) ∈ R since it is the limit of a sequence in R.
Hence, x must be a self-adjoint operator.

To see that x ≥ xi for i ∈ I, we use Theorem 2.3.4 and compute directly
that

〈ξ, x(ξ)〉 = lim
j→∞
〈ξ, xj(ξ)〉 = sup

j∈I
〈ξ, xj(ξ)〉 ≥ 〈ξ, xi(ξ)〉.

Now assume that y ∈ B(H) satisfies y ≥ xi for i ∈ I. If ξ ∈ H then

〈ξ, y(ξ)〉 ≥ sup
i∈I
〈ξ, xi(ξ)〉 = 〈ξ, x(ξ)〉.

So, y ≥ x. Finally, to see that {xi} converges to x in the strong topology,
we compute directly that for ξ ∈ H,

‖x(ξ)− xi(ξ)‖2 = ‖(x− xi)ξ‖2

= ‖(x− xi)
1
2 (x− xi)

1
2 ξ‖2 (since x ≥ xi)

≤ ‖(x− xi)
1
2‖2‖(x− xi)

1
2 ξ‖2

= ‖x− xi‖‖(x− xi)
1
2 ξ‖2 (since x− xi is self-adjoint)

≤ (‖x‖+ ‖xi‖)‖(x− xi)
1
2 ξ‖2

≤ 2C‖(x− xi)
1
2 ξ‖2

= 2C〈(x− xi)
1
2 ξ, (x− xi)

1
2 ξ〉

= 2C〈ξ, (x− xi)(ξ)〉 → 0

as i→∞.
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Chapter 3

Generalising the spectral
theorem

3.1 Multiplication operators

Recall the spectral theorem for finite dimensional inner product spaces.
Roughly, if m is a self-adjoint operator then

m =
N∑
i=1

λiEi

where {E1, . . . , EN} consists of pairwise orthogonal projections and
{λ1, . . . , λN} are the real eigenvalues of m. Also, if f is a polynomial
function then

f(m) =
N∑
i=1

f(λi)Ei.

To see why this is the case, note that if f(λ) = λn then since the Ei are
pairwise orthogonal,

f(m) = (
N∑
i=1

λiEi)
n =

N∑
i=1

λni Ei.

We extend this to the rest of the polynomial functions by linearity. The
ultimate goal of this chapter is to extend the spectral theorem to the case
of Hilbert spaces. In our formulation of the spectral theorem, we will
replace the linear combination with an appropriate integral. On the way to
this goal, we will extend the class of functions for which functional calculus

56



can be defined on.

Since we are working with integrals, measure theory will feature
significantly in this chapter. We will begin with some definitions from
measure theory.

Definition 3.1.1. Let (X,µ,A) be a measure space, consisting of a set X,
a σ-algebra A ⊂ P(X) and a measure µ : A → [−∞,∞]. We say that
(X,µ,A) is semifinite if for all measurable sets B ⊆ X with µ(B) > 0,
there exists a measurable set C ⊆ B such that 0 < µ(C) <∞.

In line with [Sol18], we will denote a measure space by its set and its
measure.

Definition 3.1.2. Let (X,µ) be a measure space. A function f : X → C is
essentially bounded if there exists M ∈ R such that the set

{x ∈ X | |f(x)| > M} = (|f | −M)−1((0,∞))

is a null set. The vector space of essentially bounded functions on X is
denoted by L∞(X,µ).

The vector space L∞(X,µ) has the norm given by the essential supremum:

‖f‖∞ = inf{M ∈ R | (|f | −M)−1((0,∞)) is null}.

Essentially bounded functions can be thought of as functions which are
bounded almost everywhere — bounded everywhere except for a subset of
X with measure zero. An equivalent formulation of the essential supremum
is

‖f‖∞ = inf{M ∈ R>0 | |f(x)| ≤M for almost all x ∈ X}. (3.1)

Equation (3.1) is the definition of the essential supremum used in [Sol18].
Now we will prove another equivalent characterisation of the essential
supremum.

Lemma 3.1.1. Let (X,µ) be a measure space and f ∈ L∞(X,µ). Let

C = {Y ⊆ X | µ(X\Y ) = 0}

denote the set of all conull sets in X. Then,

‖f‖∞ = inf
Y ∈C

sup
x∈Y
|f(x)|.
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Proof. Assume that (X,µ) is a measure space and f ∈ L∞(X,µ). Assume
that C is the set of all conull sets in X. Define

S = {sup
x∈Y
|f(x)| | Y ∈ C}

and

E = {M ∈ R>0 | |f(x)| ≤M for almost all x ∈ X}.

To show: (a) inf S ≥ inf E.

(b) inf E ≥ inf S.

(a) Assume that s ∈ S. Then, there exists a conull set D ⊆ X such that
s = supx∈D|f(x)| (and µ(X\D) = 0). So, |f | ≤ s on the set D, which has
measure µ(D) = µ(X) 6= 0. So, s ∈ E, S ⊆ E and consequently,
inf S ≥ inf E.

(b) Assume that t ∈ E. Then, there exists a null set T ⊆ X such that
|f | ≤ t on the conull set X\T . So, supx∈X\T |f(x)| ≤ t. Thus, we have
demonstrates that if t ∈ E then there exists s ∈ S such that s ≤ t.
Therefore, inf E ≥ inf S.

The following fact about L∞(X,µ) is important in the discussion which
follows:

Theorem 3.1.2. Let (X,µ) be a measure space and L∞(X,µ) be the
normed vector space of essentially bounded functions with norm given by the
essential supremum in (3.1). Then, L∞(X,µ) is a C∗-algebra with
involution given by f 7→ f , where f(x) = f(x).

An important fact used in the proof of Theorem 3.1.2 is that
‖f‖∞ = ‖f‖∞. Arguing in a similar manner to Theorem 1.1.1, we then
obtain ‖ff‖∞ = ‖f‖2

∞.

An alternative way of thinking about essentially bounded functions is as
multiplication operators on the Banach space L2(X,µ) of square-integrable
complex-valued functions.

Definition 3.1.3. Let (X,µ) be a semifinite measure space and
f ∈ L∞(X,µ). The multiplication operator by f , denoted by Mf , is
defined by
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Mf : L2(X,µ) → L2(X,µ)
ψ(x) 7→ f(x)ψ(x).

Notice that Mf is a bounded operator on the Hilbert space L2(X,µ). To
see why this is the case, we compute directly that

‖Mf‖ = sup
‖ψ‖2=1

‖Mf (ψ)‖2

= sup
‖ψ‖2=1

(∫
X

|Mf (ψ)|2 dµ
) 1

2

= sup
‖ψ‖2=1

(∫
X

|f(x)ψ(x)|2 dµ(x)
) 1

2

≤ sup
‖ψ‖2=1

‖f‖∞
(∫

X

|ψ(x)|2 dµ(x)
) 1

2
= ‖f‖∞.

Definitions 3.1.3 and 3.1.2 are intimately related by the following theorem.

Theorem 3.1.3. Let (X,µ) be a semifinite measure space and
f ∈ L∞(X,µ). Let B(L2(X,µ)) denote the C*-algebra of bounded linear
operators on the Hilbert space L2(X,µ) (see Theorem 1.1.1). Then, the map

M : L∞(X,µ) → B(L2(X,µ))
f 7→ Mf

is an isometric *-isomorphism onto its image.

Proof. Assume that (X,µ) is a semifinite measure space and f ∈ L∞(X,µ).
Assume that M : L∞(X,µ)→ B(L2(X,µ)) is the map defined as above. It
is easy to check that if f, g ∈ L∞(X,µ) and λ ∈ C then
M(f + g) = Mf +Mg, Mfg = MfMg and Mλf = λMf .

To see that M preserves involutions, observe that if f ∈ L∞(X,µ) and
ψ1, ψ2 ∈ L2(X,µ) then

〈Mf (ψ1), ψ2〉 = 〈fψ1, ψ2〉

=
(∫

X

fψ1ψ2 dµ
) 1

2

=
(∫

X

ψ1fψ2 dµ
) 1

2

= 〈ψ1,Mf (ψ2)〉.
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So, M(f) = Mf = (Mf )
∗ which shows that M preserves involutions. Thus,

M is a *-homomorphism. Directly from the definition, we find that M is
injective and surjective onto its image. It remains to show that M is
isometric.

To show: (a) ‖Mf‖ ≤ ‖f‖∞.

(b) ‖f‖∞ ≤ ‖Mf‖.

(a) Assume that ψ ∈ L2(X,µ). If c ≥ ‖f‖∞ then from equation (3.1),
|f(x)| ≤ c for almost all x ∈ X. So,

‖fψ‖2
2 =

∫
X

|f |2|ψ|2 dµ ≤ c2‖ψ‖2
2.

So,

‖Mf‖2 = sup
‖ψ‖2=1

‖Mf (ψ)‖2
2 ≤ sup

‖ψ‖2=1

c2‖ψ‖2
2 = c2.

Since ‖Mf‖ ≤ c, we can take the infimum over all c satisfying |f(x)| ≤ c
almost everywhere on both sides to deduce that ‖Mf‖ ≤ ‖f‖∞.

(b) Assume that c < ‖f‖∞. Then, the set

Y = (|f | − c)−1([0,∞)) = {x ∈ X | |f(x)| ≥ c}

has non-zero measure and is conull. Since the measure space (X,µ) is
semifinite, there exists a measurable set Λ ⊆ Y such that 0 < µ(Λ) <∞.
The key idea behind this step is that µ(Y ) could be +∞, but µ(Λ) is
guaranteed to be non-zero and finite. Since Λ ⊆ Y , |f | ≥ c on Λ.
Define

φ =
1√
µ(Λ)

χΛ

where χΛ is the characteristic function on Λ. Then, φ ∈ L2(X,µ), whose
norm is

‖φ‖2 =
(∫

X

| 1√
µ(Λ)

χΛ|2 dµ
) 1

2
=

1√
µ(Λ)

(∫
Λ

dµ
) 1

2
= 1.

Now,
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‖fφ‖2
2 =

∫
X

| 1√
µ(Λ)

|2|fχΛ|2 dµ =
1

µ(Λ)

∫
Λ

|f |2 dµ ≥ c2

since |f | ≥ c on Λ. Hence, ‖Mf‖ ≥ c and by taking the infimum over over
all c satisfying |f(x)| ≤ c almost everywhere, we obtain ‖Mf‖ ≥ ‖f‖∞.

So, M : L∞(X,µ)→ B(L2(X,µ)) is an isometric *-isomorphism.

As with any bounded operator on a Hilbert space, we want to determine
the spectrum of a multiplication operator.

Definition 3.1.4. Let (X,µ) be a measure space and f : X → C be a
measurable function. The essential range of f is defined by

Vess(f) = {λ ∈ C | If U is an open neighbourhood of λ then µ(f−1(U)) > 0}.

Let us highlight a few properties of the essential range before describing the
spectrum of a multiplication operator.

Lemma 3.1.4. Let (X,µ) be a measure space and f, g : X → C be
measurable functions. Suppose that f(x) = g(x) for almost all x ∈ X.
Then, Vess(f) = Vess(g).

Proof. Assume that (X,µ) is a measure space and f, g : X → C are
measurable functions. Assume that f(x) = g(x) for almost all x ∈ X.
Then, there exists a measurable set Y such that f = g on Y and
µ(X\Y ) = 0 (Y is conull).

Note that if A ⊆ C is a Borel subset then

µ(f−1(A)) = µ(f−1(A) ∩ Y ) + µ(f−1(A) ∩ Y c)

= µ(f−1(A) ∩ Y )

= µ({x ∈ Y | f(x) ∈ A})
= µ({x ∈ Y | g(x) ∈ A}) = µ(g−1(A)).

From Definition 3.1.4, we obtain Vess(f) = Vess(g).

Lemma 3.1.5. Let (X,µ) be a measure space and f : X → C be a
measurable function. Then, the essential range Vess(f) is a closed subset of
C.
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Proof. Assume that (X,µ) is a measure space and f : X → C is a
measurable function.

To show: (a) Vess(f) ⊆ Vess(f).

(a) Assume that τ ∈ Vess(f). If ε ∈ R>0 then B(τ, ε) ∩ Vess(f) 6= ∅, where
B(τ, ε) is the open ball centred at τ with radius ε. If we take
λ ∈ B(τ, ε) ∩ Vess(f) then B(τ, ε) is an open neighbourhood of λ and
consequently, µ(f−1(B(τ, ε))) > 0. Since the open balls form a basis for the
metric topology on C, we find that any open neighbourhood U of τ satisfies
U ∩ Vess(f) 6= ∅ and subsequently, µ(f−1(U)) > 0. So, Vess(f) ⊆ Vess(f) and
Vess(f) is a closed subset of C.

It turns out that the essential range completely characterises the spectrum
of a multiplication operator.

Theorem 3.1.6. Let (X,µ) be a semifinite measure space and
f ∈ L∞(X,µ). Then, the spectrum of the multiplication operator
Mf ∈ B(L2(X,µ)) is

σ(Mf ) = Vess(f).

Proof. Assume that (X,µ) is a semifinite measure space and f ∈ L∞(X,µ).

To show: (a) σ(Mf ) ⊆ Vess(f).

(b) Vess(f) ⊆ σ(Mf ).

(a) We will prove the contrapositive of this statement. Assume that
λ ∈ C\Vess(f). Then, there exists r ∈ R>0 such that the set

f−1(B(λ, r)) = {x ∈ X | |λ− f(x)| < r}

has measure zero. This means that |λ− f(x)| ≥ r for almost all x ∈ X.
Define the function g : X → C by

g(x) =
1

λ− f(x)
.

Then, |g(x)| ≤ 1
r

for almost all x ∈ X. This means that g ∈ L∞(X,µ) and
since g is the inverse of λ− f , the operator Mg is the inverse of λI −Mf in
B(L2(X,µ)). So, λ 6∈ σ(Mf ).
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(b) Assume that λ ∈ Vess(f). If n ∈ Z>0 then the set

f−1(B(λ,
1

n
)) = {x ∈ X | |λ− f(x)| ≤ 1

n
}

has positive measure. Since (X,µ) is semifinite, there exists a measurable
set Xn with finite and non-zero measure such that Xn ⊆ f−1(B(λ, 1

n
)). So,

|λ− f(x)| ≤ 1
n

for x ∈ Xn.

Now define ψn = 1√
µ(Xn)

χXn . Then,

‖ψn‖2 =
1

µ(Xn)

∫
Xn

dµ = 1

and for all n ∈ Z>0 and x ∈ X,

|(λ− f(x))ψn(x)| ≤ 1

n
|ψn(x)|.

So, ‖(λI −Mf )ψn‖2 ≤ 1
n
. Now suppose for the sake of contradiction that

y ∈ B(L2(X,µ)) is the inverse of λI −Mf . If n ∈ Z>0 then

1 = ‖ψn‖2

= ‖y(λI −Mf )ψn‖2

≤ ‖y‖‖(λI −Mf )ψn‖2

≤ ‖y‖
n
→ 0

as n→∞. This is a contradiction. So, λI −Mf is not invertible and
λ ∈ σ(Mf ).

By combining parts (a) and (b), we deduce that σ(Mf ) = Vess(f) as
required.

As a consequence of Theorem 3.1.6, Theorem 2.1.6 and the fact that the
multiplication operator Mf is normal,

‖Mf‖ = |σ(Mf )| = sup{|λ| | λ ∈ Vess(f)}.
In the next result, we give conditions for which λ ∈ C is an eigenvalue of a
multiplication operator.

Lemma 3.1.7. Let (X,µ) be a semifinite measure space and f ∈ L∞(X,µ).
Then, λ ∈ C is an eigenvalue of the operator Mf ∈ B(L2(X,µ)) if and only
if there exists a measurable set Y ⊆ X such that µ(Y ) > 0 and f(x) = λ for
almost all x ∈ Y .
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Proof. Assume that (X,µ) is a semifinite measure space and f ∈ L∞(X,µ).

To show: (a) If there exists a measurable set Y ⊆ X such that µ(Y ) > 0
and f(x) = λ for almost all x ∈ Y then λ ∈ C is an eigenvalue of Mf .

(b) If λ ∈ C is an eigenvalue of Mf then there exists a measurable set
Y ⊆ X such that µ(Y ) > 0 and f(x) = λ for almost all x ∈ Y .

(a) Assume that Y ⊆ X is a measurable set such that µ(Y ) > 0 and
f(x) = λ for almost all x ∈ Y . Since (X,µ) is a semifinite measure space,
there exists a measurable set Y ′ such that Y ′ ⊆ Y and 0 < µ(Y ′) <∞.
Define

ψ =
1√
µ(Y ′)

χY ′ ∈ L2(X,µ).

Similarly to Theorem 3.1.6, ‖ψ‖2 = 1 and

Mfψ =
1√
µ(Y ′)

Mf (χY ′) =
1√
µ(Y ′)

fχY ′ = λ
1√
µ(Y ′)

χY ′ = λψ

because f(x) = λ for almost all x ∈ Y .

(b) Now assume that there exists a non-zero ψ ∈ L2(X,µ) such that
Mfψ = λψ. Then, fψ = λψ almost everywhere. Define

Y = {x ∈ X | ψ(x) 6= 0}.

Since fψ = λψ almost everywhere, f(x) = λ for almost all x ∈ Y . Finally,
notice that since ψ 6= 0, µ(Y ) > 0.

In a similar vein to Theorem 2.2.5, if the multiplication operator Mf is
self-adjoint and g ∈ Cts(σ(Mf ),C) then the map g 7→Mg◦f satisfies the
conditions of Theorem 2.2.1. By uniqueness of the continuous functional
calculus, we must have g(Mf ) = Mg◦f .

The next theorem gives us yet another decomposition of a bounded
self-adjoint operator on a Hilbert space H. Its proof is very involved. In it,
we use the following characterisation of a unitary operator.

Theorem 3.1.8. Let H be a Hilbert space over C and u ∈ B(H). Then, u
is a unitary operator if and only if u is a surjective isometry.
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Proof. Assume that u ∈ B(H).

To show: (a) If u is unitary then u is a surjective isometry.

(b) If u is a surjective isometry then u is a unitary operator.

(a) Assume that u ∈ B(H) is unitary. Then, uu∗ = u∗u = I, where
I ∈ B(H) is the identity operator on H. To see that u is surjective, assume
that h ∈ H. Then, h = u(u∗h). Hence, u is surjective. Observe that

‖u(h)‖2 = 〈u(h), u(h)〉 = 〈h, u∗u(h)〉 = 〈h, h〉 = ‖h‖2

So, u is an isometry.

(b) Assume that u is a surjective isometry. If h ∈ H then ‖u(h)‖2 = ‖h‖2

and by using the inner product on H,

〈u(h), u(h)〉 = 〈h, u∗u(h)〉 = 〈h, h〉.

So, u∗u = I. To see that uu∗ = I, we first use the fact that u is surjective
to deduce the existence of g ∈ B(H) such that u(g) = h. Since u is an
isometry, g = u∗u(g) = u∗(h) and uu∗(h) = u(g) = h. Since h ∈ H was
arbitrary, uu∗ = I. Hence, u is unitary.

Theorem 3.1.9. Let H be a Hilbert space over C and x ∈ B(H) be
self-adjoint. There exists a semifinite measure space (X,µ), an essentially
bounded measurable real-valued function F ∈ L∞(X,µ) and a unitary
operator u : L2(X,µ)→ H such that

x = uMFu
∗.

Proof. Assume that x ∈ B(H). Define

A = {f(x) | f ∈ Cts(σ(x),C)} ⊆ C.

If ξ ∈ H then we also define

Aξ = {f(x)ξ | f ∈ Cts(σ(x),C)} ⊆ H.

Next, define

R = {{ξi}i∈I | Aξi ⊥ Aξj for any i, j ∈ I with i 6= j}
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We define a partial order on R by insisting that {ξi}i∈I < {ξj}j∈J if and
only if Aξi ⊂ Aξj as subspaces of H for all i ∈ I and j ∈ J .

Since R is a partially ordered set, we can apply Zorn’s lemma to obtain a
maximal element {ξj}j∈J of R.

To show: (a) The subspace span(
⋃
j∈J Aξj) is dense in H.

(a) Suppose for the sake of contradiction that span(
⋃
j∈J Aξj) is not dense

in H. Then, there exists a non-zero vector ξ ∈ H such that

ξ ∈ span(
⋃
j∈J Aξj)

⊥
. Without loss of generality, we can assume that ξ is a

unit vector. If f, g ∈ Cts(σ(x),C) and j ∈ J then

〈f(x)ξ, g(x)ξj〉 = 〈ξ, f(x)∗g(x)ξj〉 = 〈ξ, (fg)(x)ξj〉 = 0.

This calculation shows that the family {ξj}j∈J ∪ {ξ} is an element of R
which contains {ξj}j∈J . However, this contradicts the fact that {ξj}j∈J is

the maximal element of R. So, span(
⋃
j∈J Aξj)

⊥
= 0 and consequently,

span(
⋃
j∈J Aξj) is a dense subspace of H.

Next, we will start building our semifinite measure space. Let
X = J × σ(x), where J has the discrete topology. Let A be the family of
subsets Y ⊂ X such that for each j ∈ J ,

Yj = {λ ∈ σ(x) | (j, λ) ∈ Y }

is a Borel subset of σ(x).

To show: (b) The set A is a σ-algebra.

(b) To show: (ba) If A ∈ A then Ac ∈ A.

(bb) If Ai ∈ A for i ∈ Z>0 then
⋃
i∈Z>0

Ai ∈ A.

(ba) Assume that A ∈ A. Then, for each j ∈ J ,

Aj = {λ ∈ σ(x) | (j, λ) ∈ A}

is a Borel subset of σ(x). So, the complement

Acj = {λ ∈ σ(x) | (j, λ) ∈ Ac}
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must be a Borel subset of σ(x) for every j ∈ J . Therefore, Ac ∈ A.

(bb) Assume that Ai ∈ A for i ∈ Z>0. Then, for each j ∈ J

(Ai)j = {λ ∈ σ(x) | (j, λ) ∈ Ai}

is a Borel subset of σ(x). Since the Borel σ-algebra on σ(x) is closed under
countable unions, we deduce that if j ∈ J then the set⋃

i∈Z>0

(Ai)j = {λ ∈ σ(x) | (j, λ) ∈
⋃
i∈Z>0

Ai} = (
⋃
i∈Z>0

Ai)j

is a Borel subset of σ(x). Thus,
⋃
i∈Z>0

Ai ∈ A by the definition of A.

(b) By combining parts (ba) and (bb), we deduce that A is a σ-algebra on
X = J × σ(x).

Recall that the spectrum σ(x) is a non-empty compact subset of C. Hence,
with the subspace topology from C, it must be a LCH space. Since we have
put the discrete topology on J , it must also be a LCH space. This is
because if j ∈ J then j is contained in the open set {j}. But, {j} is also
compact in J . Thus, j ∈ {j} ⊆ {j} and J must be a LCH space.
Subsequently, the product J × σ(x) is a LCH space.

For j ∈ J , define the map

φj : Cts(σ(x),C) → C
f 7→ 〈f(x)ξj, ξj〉

Observe that φj is a positive linear functional. To see why this is the case,
suppose that f ∈ Cts(σ(x),C) such that f(λ) ∈ R≥0 for all λ ∈ σ(x). By
Theorem 2.2.3,

σ(f(x)) = f(σ(x)) = {f(λ) | λ ∈ σ(x)} ⊆ R≥0.

So, f(x) ∈ B(H)+ is a positive operator. By Theorem 2.3.4,
φj(f) = 〈f(x)ξj, ξj〉 ≥ 0. So, φj must be a positive linear functional.

By the Riesz-Markov-Kakutani theorem (sometimes called the Riesz
representation theorem), there exists a unique positive Radon measure µj
on σ(x) such that

〈f(x)ξj, ξj〉 =

∫
σ(x)

f dµj.
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Next, we define the measure µ : X → [0,∞] by

µ(Y ) =
∑
j∈J

µj(Yj).

To see that this is a semifinite measure, notice that if j ∈ J then µj is a
finite measure. The function h : σ(x)→ C which maps λ to 1 is a
continuous function from σ(x) to C. Hence,

〈ξj, h(x)ξj〉 =

∫
σ(x)

h(λ) dµj(λ) =

∫
σ(x)

dµj(x) = µj(σ(x)) <∞.

Consequently, µ is a semifinite measure and (X,µ) is a semifinite measure
space.

It remains to define the operator u ∈ B(L2(X,µ), H). We will take
advantage of the fact that the space Cc(X) of complex-valued continuous
functions on X with compact support is dense in L2(X,µ). Define the
operator

u : Cc(X) → H
f 7→

∑
j∈J f(j, x)ξj

Since f is compactly supported, the sum is finite. If f ∈ Cc(X) then we
compute directly that

‖uf‖2 = ‖
∑
j∈J

f(j, x)ξj‖2

= 〈
∑
j∈J

f(j, x)ξj,
∑
i∈J

f(i, x)ξi〉

=
∑
i,j∈J

〈f(j, x)ξj, f(i, x)ξi〉

=
∑
j∈J

〈f(j, x)ξj, f(j, x)ξj〉 ({ξj}j∈J is a family of orthogonal vectors)

=
∑
j∈J

〈ξj, f(j, x)∗f(j, x)ξj〉

=
∑
j∈J

〈ξj, |f |2(j, x)ξj〉

=
∑
j∈J

∫
σ(x)

|f |2(j, λ) dµj(λ) =

∫
X

|f |2 dµ = ‖f‖2
2.
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Since Cc(X) is dense in L2(X,µ), the above calculation shows that u
extends to an isometry from L2(X,µ) to H. Furthermore, the range of u
contains the set

⋃
j∈J Aξj, which is dense in H. Hence, u is surjective,

preserves inner products and is thus, unitary by Theorem 3.1.8.

Now define F : X → C by F (j, λ) = λ. This is a bounded and continuous
function (and subsequently, a measurable function). It is also real-valued
because x is self-adjoint and σ(x) ⊆ R. Observe that if f ∈ Cc(X) then

u(MFf) = u(Ff)

=
∑
j∈J

(Ff)(j, x)ξj

=
∑
j∈J

xf(j, x)ξj = x
∑
j∈J

f(j, x)ξj = xuf.

Since x and u are bounded/continuous operator and f is a continuous
function, we have uMFψ = xuψ for ψ ∈ L2(X,µ). Thus, uMFu

∗ = x as
required.

In light of Theorem 3.1.9, we make the following definition.

Definition 3.1.5. Let H1 and H2 be Hilbert spaces over C, x ∈ B(H1) and
y ∈ B(H2). We say that x and y are unitarily equivalent if there exists a
unitary operator u ∈ B(H2, H1) such that x = uyu∗.

Theorem 3.1.9 tells us that any self-adjoint operator x ∈ B(H) is unitarily
equivalent to a multiplication operator defined on an appropriate semifinite
measure space. The main draw of unitarily equivalent operators is
demonstrated by the following theorem:

Theorem 3.1.10. Let H1 and H2 be Hilbert spaces over C, x ∈ B(H1) and
y ∈ B(H2). Suppose that x and y are unitarily equivalent. Then,
σ(x) = σ(y) and if f ∈ Cts(σ(x),C) then f(x) = uf(y)u∗.

Proof. Assume that x ∈ B(H1) and y ∈ B(H2) are unitarily equivalent
operators. Then, there exists u ∈ B(H2, H1) such that x = uyu∗. Observe
that if λ ∈ C then

λI − x = λuu∗ − uyu∗ = u(λI − y)u∗.

So, λI − x is invertible if and only if λI − y is invertible, revealing that
σ(x) = σ(y).
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Now assume that f ∈ Cts(σ(x),C). Consider the map

φ : Cts(σ(x),C) = Cts(σ(y),C) → B(H)
f 7→ uf(y)u∗

Note that φ is an isometry because by Theorem 3.1.8,

‖f‖2
∞ = ‖f(y)‖2

= sup
‖z‖=1

‖f(y)(z)‖2

= sup
‖z‖=1

〈f(y)(z), f(y)(z)〉

= sup
‖z‖=1

〈(f(y)u∗)(z), (f(y)u∗)(z)〉 (since u∗ is unitary and hence, surjective)

= sup
‖z‖=1

〈(uf(y)u∗)(z), (uf(y)u∗)(z)〉 (since u is unitary)

= ‖uf(y)u∗‖2.

Furthermore, if f(λ) =
∑n

i=0 aiλ
i is a polynomial function on σ(x) then

uf(y)u∗ =
n∑
i=0

ai(uy
iu∗) =

n∑
i=0

aix
i = f(x)

By the uniqueness of the continuous functional calculus (see Theorem
2.2.1), φ must be the map f 7→ f(x). Thus, f(x) = uf(y)u∗.

3.2 Borel functional calculus

With Theorem 3.1.9, we will extend the continuous functional calculus (see
Theorem 2.2.1) to bounded Borel functions on the spectrum of a bounded
operator on a Hilbert space. Recall the definition of a Borel (measurable)
function.

Definition 3.2.1. Let X and Y be topological spaces and f : X → Y be a
function. Let σX and σY be the σ-algebras generated by the open sets of X
and the open sets of Y respectively. We say that f is a Borel function if
for V ∈ σY , the preimage f−1(V ) ∈ σX .

In the proof of the Borel functional calculus, we will use Dynkin’s theorem,
a well-known result in measure theory, which we will now set up and prove,
following the exposition in [Sol18, Section A.2].
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Definition 3.2.2. Let X be a set and F ⊆ P(X). We say that F is a
π-system if F is closed under finite intersections.

Definition 3.2.3. Let X be a set and G ⊆ P(X). We say that G is a
λ-system if X ∈ G, G is closed under complements and if {∆n}n∈Z>0 is a
sequence of pairwise disjoint elements in G then

⋃∞
n=1 ∆n ∈ G.

Before we prove Dynkin’s theorem, we will connect π-systems and
λ-systems to σ-algebras.

Lemma 3.2.1. Let X be a set and F ⊆ P(X) be a λ-system. Then, F is a
σ-algebra if and only if F is a π-system.

Proof. Assume that X is a set and F ⊆ P(X) is a λ-system.

To show: (a) If F is a σ-algebra then F is a π-system.

(b) If F is a π-system then F is a σ-algebra.

(a) Assume that F is a σ-algebra. Then, F is closed under countable
intersections and hence, finite intersections. So, F is a π-system.

(b) Assume that F is a π-system so that it is closed under finite
intersections. Since F is also a λ-system, it is closed under countable
pairwise disjoint unions. Assume that {∆n}n∈Z>0 is a sequence of sets in F .
If n ∈ Z>0 then the set

∆̃n = ∆n\(
n−1⋃
i=1

∆i) = ∆n ∩ (
n−1⋂
i=1

∆i)
c ∈ F .

Since F is closed under countable pairwise disjoint unions,

∞⋃
i=1

∆i =
∞⋃
i=1

∆̃i ∈ F .

Hence, F is closed under countable unions and is thus, a σ-algebra.

Now we will state and prove Dynkin’s theorem.

Theorem 3.2.2 (Dynkin). Let X be a set, P ⊆ P(X) be a π-system and
L ⊆ P(X) be a λ-system, with P ⊆ L. Then, the σ-algebra generated by P
is contained in L.
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Proof. Assume that X is a set, P is a π-system and L is a λ-system.
Assume that P ⊆ L.

Let λ(P) be the smallest λ-system containing P and σ(P) the smallest
σ-algebra containing P . Since L is a λ-system containing P , λ(P) ⊆ L by
definition.

To show: (a) λ(P) = σ(P).

(a) Since every σ-algebra is a λ-system, λ(P) ⊆ σ(P). It remains to show
that σ(P) ⊆ λ(P).

To show: (aa) λ(P) is a π-system.

(aa) Assume that ∆ ∈ λ(P) and define

L∆ = {Y ⊆ X | Y ∩∆ ∈ λ(P)}.

We will show that L∆ is a λ-system. First, we have X ∈ L∆ because
X ∩∆ = ∆ ∈ λ(P).

Assume that A ∈ L∆ so that A ∩∆ ∈ λ(P). We compute directly that

Ac ∩∆ = (Ac ∪∆c) ∩∆

= (A ∩∆)c ∩∆

= ((A ∩∆) ∪∆c)c ∈ λ(P)

because λ(P) is closed under disjoint unions and complements.

Let {Ai}i∈Z>0 be a sequence of pairwise disjoint elements in L∆. Then,

(
∞⋃
i=1

Ai) ∩∆ =
∞⋃
i=1

(Ai ∩∆) ∈ λ(P)

since λ(P) is closed under countable disjoint unions and Ai ∩∆ is disjoint
from Aj ∩∆ whenever i 6= j.

Thus, L∆ is a λ-system.

To show: (ab) If Γ ∈ P then P ⊆ LΓ.
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(ab) Assume that Γ ∈ P . If ∆ ∈ P then ∆ ∩ Γ ∈ P ⊆ λ(P) since P is
closed under finite intersections. Hence, P ⊆ LΓ.

(aa) Since LΓ is a λ-system containing P , λ(P) ⊆ LΓ, which tells us that if
Φ ∈ λ(P) and Γ ∈ P then Φ ∩ Γ ∈ λ(P). Therefore, P ⊆ LΦ.

Now since LΦ is a λ-system containing P , λ(P) ⊆ LΦ. Since this holds for
any Φ ∈ λ(P), we deduce that λ(P) is closed under finite intersections and
is thus, a π-system.

Now since λ(P) is both a λ-system and a π-system, it must be a σ-algebra
which contains P by Lemma 3.2.1. So, σ(P) ⊆ λ(P), thereby showing that
σ(P) = λ(P). Since the λ-system L contains P ,

σ(P) = λ(P) ⊆ L.

A key ingredient we will need in the proof of Borel functional calculus is
concept of a contraction mapping.

Definition 3.2.4. Let (V1, ‖−‖1) and (V2, ‖−‖2 be normed vector spaces.
We say that Φ : V1 → V2 is a contraction if for all v1 ∈ V1,
‖Φ(v1)‖2 ≤ ‖v1‖1.

Lemma 3.2.3. Let H be a Hilbert space over C and B be a C*-algebra with
unit 1B. Let Φ : B → B(H) be a unital *-homomorphism (unital means
that Φ(1B) = I, where I ∈ B(H) is the identity operator). Then, Φ is a
contraction.

Proof. Assume that H is a Hilbert space over C and B is a C*-algebra with
unit 1B. Assume that Φ : B → B(H) is a unital *-homomorphism.

Let b ∈ B and λ ∈ C such that λ1B − b is invertible in B. By applying Φ,
we deduce that λ1B − Φ(b) is an invertible operator in B(H). By replacing
b with b∗b, we find that

σ(Φ(b∗b)) ⊆ {λ ∈ C | λ1B − b∗b is not invertible in B}

We need to prove an intermediate result before continuing. Let

S = sup{|λ| | λ1B − b∗b is not invertible in B}
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To show: (a) S ≤ ‖b∗b‖.

(a) Suppose for the sake of contradiction that there exists

λ ∈ {|λ| | λ1B − b∗b is not invertible in B}
such that |λ| > ‖b∗b‖. Consider the following series in B:

∞∑
n=0

λ−n−1(b∗b)n.

It converges because

‖
∞∑
n=0

λ−n−1(b∗b)n‖ ≤
∞∑
n=0

‖b∗b‖n

|λ|n+1

=
∞∑
n=0

1

|λ|
‖b∗b‖n

|λ|n
<∞

which holds because ‖b
∗b‖n
|λ|n < 1 for n ∈ Z>0. Furthermore, a direct

computation reveals that

(λ1B − b∗b)−1 =
∞∑
n=0

λ−n−1(b∗b)n.

But this contradicts the assumption that λ1B − b∗b is not invertible. So,
|λ| ≤ ‖b∗b‖ and by taking the supremum, we deduce that S ≤ ‖b∗b‖.

Now we argue that for b ∈ B,

‖Φ(b)‖2 = ‖Φ(b)∗Φ(b)‖
= ‖Φ(b∗b)‖ = |σ(Φ(b∗b))| (Theorem 2.1.6)

≤ S ≤ ‖b∗b‖ = ‖b‖2.

Think of the inequality |σ(Φ(b∗b))| ≤ S as taking the spectral radii of both
sides of the inclusion

σ(Φ(b∗b)) ⊆ {λ ∈ C | λ1B − b∗b is not invertible in B}
Hence, ‖Φ(b)‖ ≤ ‖b‖ and so, Φ is a contraction.

The main point here is that if X is a compact Hausdorff space then the
space of bounded Borel functions Bor(X,C) is a C*-algebra in the same
way as Cts(X,C), referring back to Example 1.1.1. Here is the statement of
Borel functional calculus.
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Theorem 3.2.4 (Borel functional calculus). Let H be a Hilbert space over
C and x ∈ B(H) be a self-adjoint operator. Let Bor(σ(x),C) denote the
C*-algebra of bounded Borel functions on σ(x) (recall that σ(x) is a
compact subset of C). Then, there exists a unique unital *-homomorphism

ΛB : Bor(σ(x),C) → B(H)
f 7→ f(x)

such that

1. If for all λ ∈ σ(x), f(λ) = λ then f(x) = x.

2. If {fn}n∈Z>0 is a uniformly bounded sequence in Bor(σ(x),C)
converging pointwise to f : σ(x)→ C then fn(x)→ f(x) as n→∞ in
the strong topology.

3. The restriction ΛB|Cts(σ(x),C) = Λ, where Λ is the isomorphism in
Theorem 2.2.1.

Proof. Assume that H is a Hilbert space over C and x ∈ B(H) is a
self-adjoint operator. By Theorem 3.1.9, there exists a semifinite measure
space (X,µ), F ∈ L∞(X,µ) and a unitary operator u : L2(X,µ)→ H such
that x = uMFu

∗. Notice that F is a Borel/measurable function on the
measure space (X,µ).

By construction in Theorem 3.1.9, the range of F is σ(x). If
f ∈ Bor(σ(x),C) then the composite f ◦ F is a bounded Borel/measurable
function (with respect to the Borel σ-algebra on X). It is bounded because

‖f ◦ F‖ ≤ ‖f‖‖F‖
≤ ‖f‖ sup

(j,λ)∈X
|F (j, λ)|

= ‖f‖ sup
λ∈σ(x)

|λ|

= ‖f‖|σ(x)| ≤ ‖f‖‖x‖ <∞.

Thus, we define

f(x) = uMf◦Fu
∗.

We also define ΛB by

ΛB : Bor(σ(x),C) → B(H)
f 7→ f(x) = uMf◦Fu

∗
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It is straightforward to verify that ΛB is a unital *-homomorphism. If
f(λ) = λ for all λ ∈ σ(x) and ξ ∈ H then

f(x)(ξ) = uMf◦Fu
∗(ξ) = u((f ◦ F )u∗(ξ)) = u(Fu∗(ξ)) = uMFu

∗(ξ)

So, f(x) = x.

Assume that {fn}n∈Z>0 is a uniformly bounded sequence in Bor(σ(x),C)
which converges pointwise to f . Again, let ξ ∈ H and set
ψ = u∗(ξ) ∈ L2(X,µ). Then,

‖fn(x)ξ − f(x)ξ‖2 = ‖uM(fn−f)◦Fu
∗ξ‖2

= ‖uM(fn−f)◦Fψ‖2

= ‖M(fn−f)◦Fψ‖2 (since u is isometric)

=

∫
X

|fn(F (w))− f(F (w))|2|ψ(w)|2 dµ(w)

→ 0.

In the last step, we applied the dominated convergence theorem to the
sequence of bounded Borel functions {fn}n∈Z>0 . So, {fn(x)} must converge
to f(x) in the strong topology.

Note that ΛB is also a contraction because

‖f(x)‖ = ‖uMf◦fu
∗‖

= ‖Mf◦F‖
= ‖f ◦ F‖∞ (Theorem 3.1.3)

= inf
Y ∈C

sup
y∈Y
|(f ◦ F )(y)|

≤ inf
Y ∈C

sup
y∈Y
|f(y)| = ‖f‖∞.

Here, C is the set of conull sets in X and we used Lemma 3.1.1. Since ΛB is
a contractive unital *-homomorphism which maps the identity function to x
and Cts(σ(x),C) ⊆ Bor(σ(x),C), we can use the uniqueness of the
continuous functional calculus (see Theorem 2.2.1) to deduce that
ΛB|Cts(σ(x),C) = Λ.

The uniqueness of the Borel functional calculus is established in a separate
proof.
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Theorem 3.2.5 (Uniqueness of Borel functional calculus). The unital
*-homomorphism ΛB : Bor(σ(x),C)→ B(H) is unique.

Proof. Suppose that Φ : Bor(σ(x),C)→ B(H) is another unital
*-homomorphism which satisfies the conditions of Theorem 3.2.4. Then, by
Lemma 3.2.3, Φ must be contractive. By exploiting the uniqueness of the
continuous functional calculus, we find that Φ|Cts(σ(x),C) = Λ, where Λ is the
isomorphism in Theorem 2.2.1.

Let ∆ ⊆ σ(x) be an open subset of σ(x) and χ∆ be its characteristic
function. Choose a bounded sequence of continuous functions {fn}n∈Z>0

such that fn converges pointwise to χ∆. Recall that χ∆ is a simple function
and hence, a Borel function from σ(x) to C. If ξ ∈ H then

χ∆(x)ξ = lim
n→∞

fn(x)ξ = lim
n→∞

Φ(fn)ξ = Φ(χ∆)ξ

since fn(x) = Φ(fn) converges to χ∆(x) = Φ(χ∆) in the strong topology.
Let Bσ(x) denote the Borel σ-algebra on σ(x). Now define

L = {∆ ∈ Bσ(x) | Φ(χ∆) = χ∆(x)}
Notice that from the previous calculation, if ∆ is an open set contained in
σ(x) then ∆ ∈ L. The key observation here is that L is a λ-system.

To show: (a) L is a λ-system.

(a) Since σ(x) is an open subset of σ(x) with respect to the subspace
topology on σ(x), we must have σ(x) ∈ L.

Now assume that Γ ∈ L. Then,

Φ(χΓc) = Φ(χσ(x) − χΓ) = Φ(idσ(x))− Φ(χΓ) = I − χΓ(x) = χΓc(x).

So, Γc ∈ L.

Finally assume that {∆n} is a sequence of pairwise disjoint element of L.
Define D =

⋃∞
n=1 ∆n. Then,

χD =
∞∑
n=1

χ∆n = lim
N→∞

N∑
n=1

χ∆n .

Taking the sequence {
∑N

n=1 χ∆n}N∈Z>0 of functions in Bor(σ(x),C), we
have for ξ ∈ H
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Φ(χD)ξ = lim
N→∞

N∑
n=1

Φ(χ∆n)ξ = lim
N→∞

N∑
n=1

χ∆n(x)ξ = χD(x)ξ.

So, Φ(χD) = χD(x) and D ∈ L. Hence, L is a λ-system.

Since the family of all open subsets of σ(x) is a π-system, we can apply
Dynkin’s theorem (see Theorem 3.2.2) to deduce that Bσ(x) ⊆ L. Therefore,
if Γ ∈ Bσ(x) then Φ(χΓ) = χΓ(x).

Recall that the simple functions from σ(x) to C are finite C-linear
combinations of characteristic functions on Borel subsets of σ(x). Since
Bσ(x) ⊆ L and Φ is linear,

Φ(s) = s(x)

where s : σ(x)→ C is a simple function. The simple functions form a dense
subset of Bor(σ(x),C). Let G ∈ Bor(σ(x),C). Then, there exists a
bounded sequence of simple functions {φn}n∈Z>0 such that φn converges to
G pointwise. Therefore, if ξ ∈ H then

Φ(G)ξ = Φ( lim
n→∞

φn)ξ

= lim
n→∞

Φ(φn)ξ

= lim
n→∞

φn(x)ξ = G(x)ξ = ΛB(G)ξ.

So, Φ = ΛB as required.

To top off this section, we will observe that the Borel functional calculus
satisfies similar results to the continuous functional calculus. One of the
most useful aspects of the continuous functional calculus is the spectral
mapping theorem (see Theorem 2.2.3). In order to prove a similar
statement for Borel functional calculus, we require the following lemma:

Lemma 3.2.6. Let H be a Hilbert space over C and x ∈ B(H) be a
self-adjoint operator. Let f ∈ Bor(σ(x),C). Then, σ(f(x)) = Vess(f).

Proof. Assume that H is a Hilbert space over C and x ∈ B(H) be a
self-adjoint operator. Assume that f ∈ Bor(σ(x),C).

By Theorem 3.2.4 and Theorem 3.1.9, there exists a semifinite measure
space (X,µ), F ∈ L∞(X,µ) and a unitary operator u : L2(X,µ)→ H such
that
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x = uMFu
∗ and f(x) = uMf◦Fu

∗.

By Theorem 3.1.10, σ(f(x)) = σ(Mf◦F ) which by Theorem 3.1.6 is

Vess(f◦F ) = {λ ∈ C | If U is an open neighbourhood of λ then µ((f◦F )−1(U)) > 0}.

But, this is equal to

Vess(f) = {λ ∈ C | If U is an open neighbourhood of λ then m(f−1(U)) > 0}

where m denotes the Lebesgue measure on σ(x). This is because the
preimage of measurable sets under the Borel functions f and F must be
measurable themselves. Hence, σ(f(x)) = Vess(f).

Here is the analogue of the spectral mapping theorem (see Theorem 2.2.3)
for the Borel functional calculus.

Theorem 3.2.7. Let H be a Hilbert space over C and x ∈ B(H) be a
self-adjoint operator. Let f ∈ Bor(σ(x),C). Then,

σ(f(x)) ⊆ f(σ(x)).

Proof. Assume that H is a Hilbert space over C and x ∈ B(H) be a
self-adjoint operator. Assume that f ∈ Bor(σ(x),C).

To show: (a) σ(f(x)) ⊆ f(σ(x)).

(a) We will prove the contrapositive of this statement. Assume that
λ 6∈ f(σ(x)). Then, there exists ε ∈ R>0 such that the ball

B(λ, ε) = {z ∈ C | |z − λ| < ε}.
has empty intersection with f(σ(x)). This means that the
f(σ(x)) ⊆ B(λ, ε)c. Taking the preimage with respect to f , we deduce that
the spectrum σ(x) is contained in

f−1(B(λ, ε)c) = {γ ∈ σ(x) | |f(γ)− λ| ≥ ε}.
Since σ(x) ⊆ f−1(B(λ, ε)c), the set

σ(x)\f−1(B(λ, ε)c) = {γ ∈ σ(x) | |f(γ)− λ| < ε}
must be a null set because it is empty. This demonstrates that
λ 6∈ Vess(f) = σ(f(x)) by Lemma 3.2.6. Therefore, σ(f(x)) ⊆ f(σ(x)).
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We will also prove an analogue of Theorem 2.2.5 for Borel functional
calculus.

Theorem 3.2.8. Let H be a Hilbert space over C and x ∈ B(H) be
self-adjoint. If g ∈ Bor(σ(x),C) is real-valued, then the operator g(x) is
self-adjoint and if f ∈ Bor(g(σ(x)),C), then f(g(x)) = (f ◦ g)(x).

Proof. Assume that H is a Hilbert space over C and x ∈ B(H) is a
self-adjoint operator. Assume that g ∈ Bor(σ(x),C). Then, we repeat the
argument in Theorem 2.2.5 to deduce that the operator g(x) is self-adjoint.

Assume that f ∈ Bor(g(σ(x)),C) and define

ΩB : Bor(g(σ(x)),C) → B(H)
f 7→ (f ◦ g)(x).

We must show that ΩB satisfies the properties of Theorem 3.2.4.

Firstly, the restriction of ΩB to Cts(σ(x),C) is the map Ω in Theorem
2.2.5, which we know is the *-isomorphism defining continuous functional
calculus by Theorem 2.2.5. Hence, ΩB restricts to the continuous functional
calculus on continuous functions.

Assume that h ∈ Bor(g(σ(x)),C) such that h(λ) = λ for λ ∈ g(σ(x)).
Then, (h ◦ g)(x) = g(x) by definition of ΩB.

Now assume that {fn}n∈Z>0 is a uniformly bounded sequence in
Bor(g(σ(x)),C), which converges pointwise to f . We will show that
(fn ◦ g)(x)→ (f ◦ g)(x) in the strong topology.

By Theorem 3.1.9, there exists a semifinite measure space (X,µ),
F ∈ L∞(X,µ) and a unitary operator u : L2(X,µ)→ H such that
x = uMFu

∗ so that by Theorem 3.2.4,

(fn ◦ g)(x) = uM(fn◦g)◦Fu
∗ and (f ◦ g)(x) = uM(f◦g)◦Fu

∗
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If ξ ∈ H and ψ = u∗(ξ) ∈ L2(X,µ) then

‖(fn ◦ g)(x)ξ − (f ◦ g)(x)ξ‖2 = ‖uM(fn◦g)◦Fu
∗ξ − uM(f◦g)◦Fu

∗ξ‖2

= ‖uMfn◦(g◦F )u
∗ξ − uMf◦(g◦F )u

∗ξ‖2

= ‖uM(fn−f)◦(g◦F )u
∗ξ‖2

= ‖uM(fn−f)◦(g◦F )ψ‖2

= ‖M(fn−f)◦(g◦F )ψ‖2

=

∫
X

|fn((g ◦ F )(w))− f((g ◦ F )(w))|2|ψ(w)|2 dµ(w)

→ 0

as n→∞ because {fn} converges pointwise to f . Therefore, fn(x)→ f(x)
in the strong topology.

Since ΩB satisfies all three properties in Theorem 3.2.4, we can invoke the
uniqueness of the Borel functional calculus to deduce that ΩB = ΦB, where
ΦB is the unital *-homomorphism

ΦB : Bor(g(σ(x)),C) → B(H)
f 7→ f(g(x)).

Thus, we conclude that (f ◦ g)(x) = f(g(x)) as required.

3.3 Spectral measures

In order to generalise the spectral theorem to the scenario of Hilbert spaces,
we want to replace the finite linear combinations which appear in the
original spectral theorem for finite dimensional vector spaces with an
appropriate integer. This leads to the concept of a spectral measure.

Definition 3.3.1. Let X be a set and A be a σ-algebra on X. Let H be a
Hilbert space over C and Proj(B(H)) denote the set of all projection
operators in B(H). A spectral measure on X is a map
E : A → Proj(B(H)) such that

1. E(∅) = 0 and E(X) = I, where I is the identity operator on H.

2. If ∆1,∆2 ∈ A then E(∆1 ∩∆2) = E(∆1)E(∆2).

3. If {∆i}i∈Z>0 is a family of pairwise disjoint sets in A then
E(
⋃∞
n=1 ∆n) =

∑∞
i=1 E(∆i).
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Here is one particular consequence of the first two properties of a spectral
measure in Definition 3.3.1. Suppose that ∆1,∆2 ∈ A are disjoint. Then,

E(∆1)E(∆2) = E(∆1 ∩∆2) = E(∅) = 0.

So, the projection operators E(∆1) and E(∆2) are orthogonal to each
other. More generally, the projection operators associated to disjoint sets in
A must be orthogonal to each other. Because of this, the sum

∑∞
i=1 E(∆i)

in the third property is still a projection operator.

We also note that the sum
∑∞

i=1E(∆i) is the limit of the finite sums, taken
with respect to the strong topology (recall Definition 2.7.1). In other words,
if ξ ∈ H then

lim
n→∞

(
n∑
i=1

E(∆i))(ξ) = (
∞∑
i=1

E(∆i))(ξ).

Example 3.3.1. Let x ∈ B(H) be a self-adjoint operator. Let X = σ(x)
and A be the Borel σ-algebra on σ(x). The map

Ex : A → Proj(B(H))
∆ 7→ χ∆(x).

is a spectral measure, where χ∆ ∈ Bor(σ(x),C) denotes the characteristic
function on the set ∆.

How do we know that the operator χ∆(x) is a projection operator? From
Theorem 3.2.7,

σ(χ∆(x)) ⊆ χ∆(σ(x)) = {0, 1} = {0, 1}.
By Theorem 3.2.8, since χ∆ is real-valued, χ∆(x) is a self-adjoint operator.
So, by Theorem 2.4.3, we deduce that χ∆(x) is a projection operator on H.

By considering the spectrums σ(χ∅(x)) ⊆ {0} and σ(χX(x)) ⊆ {1},
Ex(∅) = χ∅(x) = 0 and Ex(X) = χX(x) = I.

Next, assume that ∆1,∆2 ∈ A. By Theorem 3.2.4, we compute directly that

Ex(∆1 ∩∆2) = χ∆1∩∆2(x)

= χ∆1(χ∆2(x))

= (χ∆1 ◦ χ∆2)(x)

= Ex(∆1)Ex(∆2).
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Finally, assume that {∆i}i∈Z>0 is a family of pairwise disjoint sets in A.
Then,

Ex(
∞⋃
n=1

∆n) = χ⋃∞
n=1 ∆n(x)

=
∞∑
n=1

χ∆n(x) =
∞∑
n=1

Ex(∆n)

where the second last equality follows from the fact that the ∆i ∩∆j = ∅
whenever i 6= j. Therefore, Ex does indeed define a spectral measure on
X = σ(x).

Let E be a spectral measure on X, which has σ-algebra A. If ξ ∈ H then
the map

〈ξ|Eξ〉 : A → R
∆ 7→ 〈E(∆)ξ, ξ〉

is a finite positive measure on X. To see that 〈ξ|Eξ〉 is a finite positive
measure, note that since E(∆) is a projection operator, σ(E(∆)) ⊆ {0, 1}.
So, E(∆) is a positive operator and by Theorem 2.3.4,
〈E(∆)ξ, ξ〉 = 〈ξ, E(∆)ξ〉 ≥ 0 for all ξ ∈ H.

To see that 〈ξ|Eξ〉 defines a measure, observe that

〈ξ|Eξ〉(∅) = 〈E(∅)ξ, ξ〉 = 0

because E(∅) is the zero operator by the definition of spectral measure.
Furthermore, if {Ai}i∈Z>0 is a collection of pairwise disjoint sets in A then

〈ξ|Eξ〉(
∞⋃
i=1

Ai) = 〈E(
∞⋃
i=1

Ai)ξ, ξ〉

= 〈
∞∑
i=1

E(Ai)ξ, ξ〉

=
∞∑
i=1

〈E(Ai)ξ, ξ〉

=
∞∑
i=1

〈ξ|Eξ〉(Ai).
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Hence, 〈ξ|Eξ〉 is a finite positive measure on X.

The integral of a function f with respect to the measure 〈ξ|Eξ〉 is written as∫
X

f d〈ξ|Eξ〉 or

∫
X

f(w) d〈ξ|E(w)ξ〉.

Recall the notion of the total variation of a measure.

Definition 3.3.2. Let (X,µ) be a measure space with σ-algebra A. The
total variation of the measure µ is the quantity

sup
N∑
n=1

|µ(∆n)|

where the supremum is taken over all finite partitions {∆1, . . . ,∆N} of X
into pairwise disjoint measurable sets.

By using the polarization formula (see Theorem 2.1.1), we define for
ξ, η ∈ H

〈ξ|Eη〉 : A → C
∆ 7→ 〈E(∆)η, ξ〉

By the polarization formula, 〈ξ|Eη〉 is a complex-valued measure. We also
claim that 〈ξ|Eη〉 has finite total variation. Suppose that {∆1, . . . ,∆n} is a
partition of X into pairwise disjoint measurable sets. For i ∈ {1, 2, . . . , n},
define

λi =
〈E(∆i)η, ξ〉
|〈E(∆i)η, ξ〉|

∈ C

Then, |λi| = 1 and

n∑
i=1

|〈ξ|Eη〉(∆i)| =
n∑
i=1

|〈E(∆i)η, ξ〉| =
n∑
i=1

λi〈E(∆i)η, ξ〉 = 〈t(η), ξ〉

where t =
∑n

i=1 λE(∆i). Now we compute the norm of t as
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‖t‖2 = ‖tt∗‖

= ‖
( n∑
i=1

λiE(∆i)
)( n∑

j=1

λjE(∆j)
)
‖

= ‖
n∑
i=1

n∑
j=1

λiλjE(∆i)E(∆j)‖

= ‖
n∑
i=1

|λi|2E(∆i)‖

= ‖
n∑
i=1

E(∆i)‖ = ‖E(X)‖ = ‖I‖ = 1.

Hence, by the Cauchy-Schwarz inequality,

n∑
i=1

|〈ξ|Eη〉(∆i)| = 〈t(η), ξ〉 ≤ ‖ξ‖‖t‖‖η‖ = ‖ξ‖‖η‖.

This demonstrates that the measure 〈ξ|Eη〉 has finite total variation. Now,
if f is a bounded measurable/Borel function on X then the quantity

F (ξ, η) =

∫
X

f(w) d〈ξ|E(w)η〉

is a sesquilinear form with respect to the variables ξ and η. It is also
bounded by ‖ξ‖‖η‖‖f‖∞. By the Riesz representation theorem, we can
define a bounded operator xf ∈ B(H) such that

〈xfη, ξ〉 =

∫
X

f(w) d〈ξ|E(w)η〉.

The main theorem of this section concerns the operator xf .

Theorem 3.3.1. Let H be a Hilbert space over C and (X,µ) be a measure
space. Define the map

ψ : Bor(X,C) → B(H)
f 7→ xf

Then, ψ is a *-homomorphism from Bor(X,C) to B(H). If {fn}n∈Z>0 is a
uniformly bounded sequence in Bor(X,C) converging pointwise to f then
xfn → xf as n→∞ in the strong topology.
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Proof. Assume that H is a Hilbert space over C and (X,µ) be a measure
space. Assume that ψ is the map defined as above. We claim that ψ is a
well-defined map into B(H).

To show: (a) If f ∈ Bor(X,C) then ‖xf‖ ≤ ‖f‖∞.

(a) Assume that f ∈ Bor(X,C). By the definition of ψ and the Riesz
representation theorem, we have

‖xf‖ = sup
‖ξ‖=1

‖xfξ‖

= sup
‖η‖=1

sup
‖ξ‖=1

|〈xfξ, η〉| (Riesz representation theorem)

= sup
‖η‖=1

sup
‖ξ‖=1

|
∫
X

f(w) d〈η|E(w)ξ〉|

≤ sup
‖η‖=1

sup
‖ξ‖=1

sup
w∈X
|f(w)||

∫
X

d〈η|E(w)ξ〉|

≤ sup
‖η‖=1

sup
‖ξ‖=1

(sup
w∈X
|f(w)|)‖ξ‖‖η‖ = ‖f‖∞.

Since ‖f‖∞ <∞, we deduce that xf ∈ B(H) and the map ψ is well-defined.
Next, we will show that ψ is a *-homomorphism.

To show: (b) If f, g ∈ Bor(X,C) then xfxg = xfg.

(c) If f ∈ Bor(X,C) then xf = x∗f .

(b) Since the set of simple functions are dense in Bor(X,C), we can assume
that f and g are simple functions on X. Write

f =
N∑
n=1

αnχ∆n and g =
M∑
m=1

βmχΛm

where αn, βm ∈ C and ∆n,Λm ∈ A where A is the σ-algebra of (X,µ). If
ξ, η ∈ H then
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〈xfη, ξ〉 =

∫
X

f(w) d〈ξ|E(w)η〉

=

∫
X

N∑
n=1

αnχ∆n(w) d〈ξ|E(w)η〉

=
N∑
n=1

∫
∆n

αn d〈ξ|E(w)η〉

=
N∑
n=1

αn

∫
∆n

d〈ξ|E(w)η〉 =
N∑
n=1

αn〈E(∆n)η, ξ〉

= 〈
N∑
n=1

αnE(∆n)η, ξ〉.

So, we compute directly that

xfxg = (
N∑
n=1

αnE(∆n))(
M∑
m=1

βmE(Λm))

=
∑
m,n

αnβmE(∆n)E(Λm)

=
∑
m,n

αnβmE(∆n ∩ Λm) = xfg.

Since the simple functions are dense in Bor(X,C), we deduce that
xfg = xfxg if f, g ∈ Bor(X,C).

(c) By similar reasoning to part (b), we can assume that f =
∑N

n=1 αnχ∆n .
We compute directly that

xf =
N∑
n=1

αnE(∆n)

= (
N∑
n=1

αnE(∆n)∗)∗

= (
N∑
n=1

αnE(∆n))∗ = x∗f .

Since the simple functions are dense in Bor(X,C), this result must also
hold for all f ∈ Bor(X,C).
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The definition of xf as an inner product also reveals that ψ respects
addition and scalar multiplication. Hence, ψ is a *-homomorphism.

Now assume that {fn}n∈Z>0 is a uniformly bounded sequence of functions
which converge pointwise to f ∈ Bor(X,C).

To show: (d) The sequence {xfn} in B(H) converges to xf in the strong
topology.

(d) Assume that ξ ∈ H. Then,

‖xfnξ − xfξ‖2 = 〈(xfn − xf )ξ, (xfn − xf )ξ〉
= 〈xfn−fξ, xfn−fξ〉
= 〈xfn−fxfn−fξ, ξ〉 = 〈x|fn−f |2ξ, ξ〉

=

∫
X

|fn(w)− f(w)|2 d〈ξ|E(w)ξ〉 → 0

as n→∞. Here, we have used the dominated convergence theorem (this is
allowed because {fn} is uniformly bounded). So, the sequence {xfn}
converges to xf in the strong topology on B(H).

Theorem 3.3.1 bears a striking resemblance to Theorem 3.2.4, hinting that
the Borel functional calculus can be constructing by using an appropriate
spectral measure. The following theorem makes this remark precise. To
simplify the notation, we will denote the operator xf by

xf =

∫
X

f(w) dE(w).

Theorem 3.3.2. Let H be a Hilbert space over C and x ∈ B(H) be a
self-adjoint operator. Let A be the Borel σ-algebra on the spectrum σ(x)
and define the spectral measure Ex : A → Proj(B(H)) by

Ex : A → Proj(B(H))
∆ 7→ χ∆(x).

Let ΛB be the *-homomorphism from Theorem 3.2.4, which sends
f ∈ Bor(σ(x),C) to f(x) ∈ B(H) and xf ∈ B(H) such that if η, ξ ∈ H then

〈xfη, ξ〉 =

∫
σ(x)

f(w) d〈ξ|Ex(w)η〉.
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Let ψ : Bor(σ(x),C)→ B(H) denote the map f 7→ xf . Then, ψ = ΛB and
Ex is the unique spectral measure such that

x =

∫
σ(x)

λ dEx(λ).

Proof. Assume that x ∈ B(H) is a self-adjoint operator.

To show: (a) If f : σ(x)→ C is a simple function then ψ(f) = ΛB(f).

(a) Assume that f =
∑N

n=1 λnχ∆n is a simple function, where λn ∈ C and
∆n ∈ A. Then,

f(x) =
N∑
n=1

λnχ∆n(x)

=
N∑
n=1

λnEx(x) = xf .

The last equality in the above working is established via the same
calculation done at the start of part (b) in Theorem 3.3.1. Hence, ψ and
ΛB agree on simple functions.

However, the set of simple functions is dense in Bor(σ(x),C). Hence,
ΛB = ψ on Bor(σ(x),C). This means that if f ∈ Bor(σ(x),C) then

f(x) =

∫
σ(x)

f(λ) dEx(λ).

By Theorem 3.2.4, if f(λ) = λ for all λ ∈ σ(x) then f(x) = x and

x =

∫
σ(x)

λ dEx(λ).

Assume that E is another spectral measure such that x =
∫
σ(x)

λ dE(λ).

To show: (b) Ex = E.

(b) Consider the map

f ∈ Bor(σ(x),C) 7→
∫
σ(x)

f(λ) dE(λ) ∈ B(H).
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By Theorem 3.3.1, the above map satisfies all of the conditions defining the
Borel functional calculus in Theorem 3.2.4. By uniqueness, we have for
f ∈ Bor(σ(x),C),∫

σ(x)

f(λ) dE(λ) = f(x) =

∫
σ(x)

f(λ) dEx(λ).

Now fix ∆ ∈ A and take f = χ∆ in the above equation. Then,

E(∆) =

∫
∆

dE(λ) =

∫
∆

dEx(λ) = Ex(∆).

Therefore, E = Ex as required.

3.4 Holomorphic functional calculus

So far, we have defined the continuous and Borel functional calculus on
B(H). Recall that if x ∈ B(H) then σ(x) is a non-empty compact subset of
C. Thus, we can exploit the extra structure afforded by C (when compared
to R) and consider holomorphic functions from σ(x) to C. The goal of this
section is to construct the holomorphic functional calculus on B(H).

Let x ∈ B(H) be an arbitrary operator. We do not assume x to be
self-adjoint, unlike the situations for the continuous and Borel functional
calculus. Let Hol(σ(x),C) denote the algebra of functions which are
holomorphic on an open neighbourhood containing σ(x). Let
f ∈ Hol(σ(x),C) and Γ be a anticlockwise oriented closed curve which
contains σ(x) and is contained in the domain of holomorphy of f . Define

f(x) =
1

2πi

∮
Γ

f(λ)(λI − x)−1 dλ. (3.2)

The function we are integrating over takes values in the Banach space
B(H). That is, we define f(x) with a Banach space-valued integral. This
concept is formalised by the Bochner integral, which is developed and
studied in [Coh13, Appendix E]. It can be shown that the value of the
integral is independent of the choice of curve Γ.

Furthermore, f(x) commutes with x because x ∈ B(H) does not depend on
λ and thus, passes through the integral. Another remark we will make is
that the curve Γ cannot intersect the spectrum σ(x). Otherwise, the
operator (λI − x)−1 may not be well-defined.
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For the proof of holomorphic functional calculus, we require the well-known
resolvent identity.

Lemma 3.4.1 (Resolvent identity). Let H be a Hilbert space over C and
x ∈ B(H). Let λ, µ ∈ ρ(x). Then,

(λI − x)−1 − (µI − x)−1 = (µ− λ)(λI − x)−1(µI − x)−1.

Proof. Assume that x ∈ B(H). Observe that the resolvent identity is
satisfied trivially when λ = µ. So, assume that λ, µ ∈ ρ(x) are distinct.
Then, we compute directly that

1

µ− λ
(
(λI − x)−1 − (µI − x)−1

)
(µI − x)(λI − x)

=
1

µ− λ
(
(λI − x)−1(µI − x)− I

)
(λI − x)

=
1

µ− λ
(
(λI − x)−1(µI − λI + λI − x)− I

)
(λI − x)

=
1

µ− λ
(
(µ− λ)(λI − x)−1 + I − I

)
(λI − x) = I.

and

(µI − x)(λI − x)
1

µ− λ
(
(λI − x)−1 − (µI − x)−1

)
= (µI − x)

1

µ− λ
(
I − (λI − x)(µI − x)−1

)
= (µI − x)

1

µ− λ
(
I − (λI + µI − µI − x)(µI − x)−1

)
= (µI − x)

1

µ− λ
(
I − I + (µ− λ)(µI − x)−1

)
= I.

Hence, 1
µ−λ((λI − x)−1 − (µI − x)−1) is the inverse operator of

(µI − x)(λI − x). So,

1

µ− λ
(
(λI − x)−1 − (µI − x)−1

)
= (λI − x)−1(µI − x)−1

which gives the resolvent identity.

Theorem 3.4.2 (Holomorphic functional calculus). Let H be a Hilbert
space over C and x ∈ B(H). Define the map

ΛH : Hol(σ(x),C) → B(H)
f 7→ f(x) = 1

2πi

∮
Γ
f(λ)(λI − x)−1 dλ
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Then, ΛH is a unital algebra homomorphism and if
f(λ) = a0 + a1λ+ · · ·+ anλ

n then

f(x) = a0I + a1x+ · · ·+ anx
n.

Proof. Assume that H is a Hilbert space over C and x ∈ B(H). Assume
that ΛH is the map defined as above. First assume that f(λ) = λm for
λ ∈ σ(x) and m ∈ Z≥0. Let Γ be a circle around 0 with radius r > ‖x‖,
traversed in the anticlockwise direction. Recalling equation (1.4)

σ(x) ⊆ {λ ∈ C | |λ| ≤ ‖x‖},

we find that Γ ∩ σ(x) = ∅. If λ ∈ Γ then λ ∈ ρ(x) and

(λI − x)−1 =
∞∑
n=0

λ−n−1xn

as in Theorem 1.2.2. Using equation (3.2), we have

f(x) =
1

2πi

∮
Γ

f(λ)(λI − x)−1 dλ

=
1

2πi

∮
Γ

∞∑
n=0

λmλ−n−1xn dλ

=
∞∑
n=0

( 1

2πi

∮
Γ

λm−n−1 dλ
)
xn = (

1

2πi

∮
Γ

1

λ
dλ)xm = xm.

By linearity of the integral, we deduce that ΛH is linear and that if
f(λ) =

∑n
i=0 aiλ

i for λ ∈ σ(x) then

f(x) =
n∑
i=0

aif(λi) =
n∑
i=0

aix
i ∈ B(H).

This also shows that ΛH is unital because ΛH(idσ(x)) = idσ(x)(x) = x, where
idσ(x) is the identity map on σ(x). Now let f, g ∈ Hol(σ(x),C).

To show: (a) ΛH(f)ΛH(g) = ΛH(fg).

(a) Let Uf and Ug be the domains of holomorphy of f and g respectively.
Let Γ and Γ′ be curves around σ(x) contained in Uf ∩ Ug with Γ′ lying
outside of Γ. By the resolvent identity in Lemma 3.4.1, we compute directly
that
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f(x)g(x) = (
1

2πi
)2
(∮

Γ

f(λ)(λI − x)−1 dλ
)(∮

Γ′
g(µ)(µI − x)−1 dµ

)
= (

1

2πi
)2

∮
Γ

∮
Γ′
f(λ)g(µ)(λI − x)−1(µI − x)−1 dµ dλ

= (
1

2πi
)2

∮
Γ

∮
Γ′

f(λ)g(µ)

µ− λ
((λI − x)−1 − (µI − x)−1) dµ dλ

= (
1

2πi
)2

∮
Γ

f(λ)(λI − x)−1(

∮
Γ′

g(µ)

µ− λ
dµ) dλ

−(
1

2πi
)2

∮
Γ′
g(µ)(µI − x)−1(

∮
Γ

f(λ)

µ− λ
dλ) dµ

= (
1

2πi
)2

∮
Γ

f(λ)(λI − x)−1(

∮
Γ′

g(µ)

µ− λ
dµ) dλ

= (
1

2πi
)2

∮
Γ

f(λ)g(λ)(λI − x)−1 dλ = (fg)(x).

To understand the second last equality, observe that µ ∈ Γ′ and Γ lies
inside Γ′, due to how we set up the contours originally. Hence, the function

f(λ)

µ− λ
is holomorphic in the region bounded by Γ and by Cauchy’s theorem, the
integral ∮

Γ

f(λ)

µ− λ
dλ = 0.

Hence, ΛH is a unital algebra homomorphism as required.

Just like its continuous and Borel counterparts, holomorphic functional
calculus has a bevy of nice properties, which we will now prove, starting
with an analogue of the spectral mapping theorem (see Theorem 2.2.3).

Theorem 3.4.3 (Spectral mapping for holomorphic functional calculus).
Let H be a Hilbert space over C and x ∈ B(H). Let f ∈ Hol(σ(x),C).
Then, σ(f(x)) = f(σ(x)).

Similarly to Theorem 3.4.2, x is not assumed to be self-adjoint.

Proof. Assume that x ∈ B(H) and µ ∈ C− f(σ(x)). Define the function

hµ : σ(x) → C
λ 7→ (µ− f(λ))−1
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Then, hµ ∈ Hol(σ(x),C) and by the holomorphic functional calculus,

hµ(x)(µI − f(x)) = (µI − f(x))hµ(x) = I.

Then, µ 6∈ σ(f(x)). Therefore, σ(f(x)) ⊆ f(σ(x)).

Now assume that µ ∈ f(σ(x)). Then, there exists λ0 ∈ σ(x) such that
µ = f(λ0). If λ ∈ σ(x) then

µ− f(λ) = f(λ0)− f(λ) = (λ0 − λ)
f(λ0)− f(λ)

λ0 − λ
= (λ0 − λ)g(λ)

where

g(λ) =

{
f(λ0)−f(λ)

λ0−λ , if λ 6= λ0,

f ′(λ0), if λ = λ0.
∈ Hol(σ(x),C).

Using the holomorphic functional calculus (see Theorem 3.4.2), we now
apply the function λ 7→ µ− f(λ) to the operator x to obtain

µI − f(x) = (λ0I − x)g(x).

Suppose for the sake of contradiction that µI − f(x) is invertible. Then,
λ0I − x must also be invertible because since λ0 − λ and g(λ) commute in
C, λ0I − x and g(x) must commute in B(H). This contradicts the
assumption that λ0 ∈ σ(x). Hence, µI − f(x) is not invertible and
µ ∈ σ(f(x)). So, f(σ(x)) ⊆ σ(f(x)) and f(σ(x)) = σ(f(x)) as required.

Holomorphic functional calculus behaves well with composition of functions.

Theorem 3.4.4. Let H be a Hilbert space over C and x ∈ B(H). Let
g ∈ Hol(σ(x),C) and f ∈ Hol(σ(g(x)),C). Then,

f(g(x)) = (f ◦ g)(x).

Proof. Assume that x ∈ B(H), g ∈ Hol(σ(x),C) and f ∈ Hol(σ(g(x)),C).
Let Uf and Ug be the domains of holomorphy of f and g respectively. Let Γ
be a curve oriented anticlockwise in Ug surrounding σ(x) and Γ′ be a curve
oriented anticlockwise in Uf surrounding σ(g(x)).

For µ ∈ Γ′ and λ ∈ σ(x), let hµ(λ) = (µ− g(λ))−1. Then,
hµ ∈ Hol(σ(x),C) because µ 6∈ σ(g(x)) = g(σ(x)). From the holomorphic
functional calculus (see Theorem 3.4.2), hµ(x) = (µI − g(x))−1 and
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f(g(x)) =
1

2πi

∮
Γ′
f(µ)(µI − g(x))−1 dµ

=
1

2πi

∮
Γ′
f(µ)hµ(x) dµ

=
1

2πi

∮
Γ′
f(µ)

( 1

2πi

∮
Γ

1

µ− g(λ)
(λI − x)−1 dλ

)
dµ

=
1

2πi

∮
Γ

( 1

2πi

∮
Γ′

f(µ)

µ− g(λ)
dµ
)
(λI − x)−1 dλ

=
1

2πi

∮
Γ

f(g(λ))(λI − x)−1 dλ = (f ◦ g)(x).

Now let D ⊆ C be an open set and

D = {z | z ∈ D}.

Let f ∈ Hol(D,C). Define f̃ : D → C by f̃(z) = f(z). Then,
f̃ ∈ Hol(D,C). The point of this function is

Theorem 3.4.5. Let H be a Hilbert space over C and x ∈ B(H). Let
f ∈ Hol(σ(x),C). Then, f(x)∗ = f̃(x∗).

Proof. Assume that x ∈ B(H). Let Γ be a simple closed curve with
anticlockwise orientation surrounding σ(x) such that Γ is contained in the
domain of holomorphy of f . Let Γ be the image of Γ under complex
conjugation, with clockwise orientation and Γ

′
be the curve Γ with

anticlockwise orientation. Then,

f(x)∗ =
( 1

2πi

∮
Γ

f(λ)(λI − x)−1 dλ
)∗

= − 1

2πi

∮
Γ

f(λ)(λI − x∗)−1 dλ

= − 1

2πi

∮
Γ

f(µ)(µI − x∗)−1 dµ

=
1

2πi

∮
Γ
′
f(µ)(µI − x∗)−1 dµ

=
1

2πi

∮
Γ
′
f̃(µ)(µI − x∗)−1 dµ = f̃(x∗).
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So far, we have discussed holomorphic functional calculus for an arbitrary
operator x ∈ B(H). Once we specialise to the case where x ∈ B(H) is
self-adjoint, we recover the continuous functional calculus.

Theorem 3.4.6 (CFC from HFC). Let H be a Hilbert space over C and
x ∈ B(H) be self-adjoint. Then, the *-homomorphism ΛH in Theorem 3.4.2
is the restriction Λ|Hol(σ(x),C), where Λ is the isomorphism from Theorem
2.2.1.

Proof. Assume that x ∈ B(H) is self-adjoint. Assume that
f ∈ Hol(σ(x),C). The image ΛH(f) ∈ B(H) is normal. To see why this is
the case, we compute using Theorem 3.4.5 that

ΛH(f)(ΛH(f))∗ = f(x)f(x)∗

= f(x)f̃(x∗) = f(x)f̃(x)

= f̃(x∗)∗f̃(x) = f̃(x)∗f̃(x)

= f̃(x)f̃(x)∗ = (ΛH(f))∗ΛH(f).

So,

‖ΛH(f)‖ = |σ(ΛH(f))| = sup
λ∈σ(x)

|f(λ)|.

Therefore, ΛH extends uniquely to an isometry from Cts(σ(x),C) to B(H).
By Theorem 3.4.2, ΛH maps any polynomial p to p(x) ∈ B(H). By
uniqueness of Theorem 2.2.1, this isometry must coincide with Λ from
Theorem 2.2.1.

Therefore, ΛH = Λ|Hol(σ(x),C).

3.5 The exponential of an operator

One major application of the holomorphic functional calculus (Theorem
3.4.2) is to define the exponential of an operator. As usual, let H be a
Hilbert space over C and x ∈ B(H). The function exp : C→ C is entire.
So, its restriction to the spectrum σ(x) is holomorphic. By applying the
map ΛH from Theorem 3.4.2 and using the infinite series expansion of exp,
we deduce that
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exp(x) =
1

2πi

∮
Γ

exp(λ)(λI − x)−1 dλ

=
1

2πi

∮
Γ

∞∑
i=0

λi

i!
(λI − x)−1 dλ

=
∞∑
i=0

1

2πi

∮
Γ

λi

i!
(λI − x)−1 dλ

=
∞∑
i=0

xi

i!
.

An important property of the exponential is that if x, y ∈ B(H) commute
then exp(x) exp(y) = exp(x+ y). This follows from the computation

exp(x+ y) =
∞∑
i=0

(x+ y)i

i!

=
∞∑
i=0

i∑
j=0

(
i

j

)
xjyi−j

i!
(since xy = yx)

=
∞∑
i=0

i∑
j=0

xjyi−j

j!(i− j)!

=
∞∑
j=0

∞∑
i=j

xjyi−j

j!(i− j)!
=
∞∑
j=0

xj

j!

∞∑
i=j

yi−j

(i− j)!

=
∞∑
j=0

xj

j!

∞∑
k=0

yk

k!
(k = i− j)

= exp(x) exp(y).

In the case where x, y ∈ B(H) do not commute, there is a well-known
formula which deals with this particular case. It is sometimes called the
Lie-Trotter formula.

Theorem 3.5.1 (Lie-Trotter). Let H be a Hilbert space over C and
x, y ∈ B(H). Then,

exp(x+ y) = lim
n→∞

(exp(
x

n
) exp(

y

n
))n.

Proof. Assume that H is a Hilbert space over C and x, y ∈ B(H). For
n ∈ Z>0, let

97



sn = exp(
1

n
(x+ y)) and tn = exp(

x

n
) exp(

y

n
).

We are able to bound ‖sn‖ above as follows:

‖sn‖ = ‖exp(
1

n
(x+ y))‖

= ‖
∞∑
i=0

(x+ y)i

nii!
‖

≤
∞∑
i=0

‖(x+ y)i‖
nii!

≤
∞∑
i=0

‖x+ y‖i

nii!
≤

∞∑
i=0

(‖x‖+ ‖y‖)i

nii!

= exp(
‖x‖+ ‖y‖

n
).

Similarly for ‖tn‖, we have

‖tn‖ = ‖exp(
x

n
) exp(

y

n
)‖

≤ ‖exp(
x

n
)‖‖exp(

y

n
)‖

≤ exp(
‖x‖
n

) exp(
‖y‖
n

) = exp(
‖x‖+ ‖y‖

n
).

Next, we write the quantity ‖sn − tn‖ as:

‖sn − tn‖ = ‖exp(
1

n
(x+ y))− exp(

x

n
) exp(

y

n
)‖

= ‖
∞∑
i=0

(x+ y)i

nii!
−
( ∞∑
j=0

xj

njj!

)( ∞∑
k=0

yk

nkk!

)
‖

= ‖1 +
1

n
(x+ y) +

∞∑
i=2

(x+ y)i

nii!
− 1− x

n
− y

n
−
( ∞∑
j=1

xj

njj!

)( ∞∑
k=1

yk

nkk!

)
‖

= ‖
∞∑
i=2

(x+ y)i

nii!
−
( ∞∑
j=1

xj

njj!

)( ∞∑
k=1

yk

nkk!

)
‖

=
1

n2
‖
∞∑
i=2

(x+ y)i

ni−2i!
−
( ∞∑
j=1

xj

nj−1j!

)( ∞∑
k=1

yk

nk−1k!

)
‖.
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Critically, ‖sn − tn‖ = C/n2, where C ∈ R>0 is some constant. Now, we
have the identity

snn − tnn =
n−1∑
r=0

srn(sn − tn)tn−1−r
n .

Using the identity, we bound the norm ‖snn − tnn‖ from above:

‖snn − tnn‖ ≤
n−1∑
r=0

‖srn(sn − tn)tn−1−r
n ‖

≤
n−1∑
r=0

‖srn‖‖sn − tn‖‖tn−1−r
n ‖

=
C

n2

n−1∑
r=0

‖srn‖‖tn−1−r
n ‖

≤ C

n2

n−1∑
r=0

(exp(
‖x‖+ ‖y‖

n
))n−1

≤ C

n2

n−1∑
r=0

(exp(
‖x‖+ ‖y‖

n
))n

=
C

n
exp(‖x‖+ ‖y‖).

The key finding here is that ‖snn − tnn‖ → 0 as n→∞. This means that
limn→∞ s

n
n = limn→∞ t

n
n as operators in B(H). Assembling all of the

previous results together, we obtain

lim
n→∞

(exp(
x

n
) exp(

y

n
))n = lim

n→∞
tnn

= lim
n→∞

snn

= lim
n→∞

exp(x+ y) = exp(x+ y).

One notable property of the exponential map is that if x ∈ B(H) is skew
self-adjoint then exp(x) is unitary. We will dedicate the rest of the section
to proving this statement.

Definition 3.5.1. Let H be a Hilbert space over C and x ∈ B(H). The
operator x ∈ B(H) is said to be skew self-adjoint if x∗ = −x.
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Theorem 3.5.2 (Spectrum of a skew self-adjoint operator). Let H be a
Hilbert space over C and x ∈ B(H) be a skew self-adjoint operator. Then,
σ(x) ⊂ iR, where

iR = {iλ | λ ∈ R}.

Proof. Assume that H is a Hilbert space over C and x ∈ B(H) be a skew
self-adjoint operator. Observe that the operator ix ∈ B(H) is self-adjoint.
Indeed,

(ix)∗ = −i(−x) = ix.

Let f : σ(ix)→ C be defined by f(λ) = −iλ. Then, f ∈ Cts(σ(ix),C) and
by the spectral mapping theorem (see Theorem 2.2.3),

f(σ(ix)) = {−iλ | λ ∈ σ(ix)}
= σ(f(ix)) = σ(x).

But, since ix is self-adjoint, σ(ix) ⊂ R. Therefore, σ(x) ⊂ iR as
required.

Unitary operators also have a neatly characterised spectrum. The proof
requires the fact that the continuous functional calculus extends to normal
operators. We will assume this for now and prove this assertion in a later
section.

Theorem 3.5.3 (Spectrum of a unitary operator). Let H be a Hilbert
space over C and x ∈ B(H). Then, x is a unitary operator if and only if x
is a normal operator and σ(x) ⊆ ∂B(0, 1), where

∂B(0, 1) = {z ∈ C | |z| = 1}.

Proof. Assume that H is a Hilbert space over C and x ∈ B(H).

To show: (a) If x is unitary then x is normal and σ(x) ⊂ ∂B(0, 1).

(b) If x is a normal operator and σ(x) ⊂ ∂B(0, 1) then x is unitary.

(a) Assume that x is unitary. Then, xx∗ = x∗x = I and x is normal.
Observe that

‖x‖2 = 〈x, x〉 = 〈I, x∗x〉 = 1.

100



So, ‖x‖ = 1. Similarly, ‖x∗‖ = 1. This gives the inclusion

σ(x) ⊆ {z ∈ C | |z| ≤ ‖x‖ = 1} = B(0, 1).

We also have σ(x∗) ⊂ B(0, 1). However,

σ(x) = σ((x∗)−1)

= {1

λ
| λ ∈ σ(x∗)}

⊂ {1

λ
| λ ∈ B(0, 1)}

= {λ ∈ C | |λ| ≥ 1}.

Note that the second equality holds in the above working because x∗ is
invertible and consequently, 0 6∈ σ(x∗). Combining the two inclusions of
σ(x), we find that σ(x) ⊂ ∂B(0, 1) as required.

(b) Assume that x is a normal operator and σ(x) ⊆ ∂B(0, 1). Let
id : σ(x)→ C denote the identity map and id denote the identity map
composed with complex conjugation. Then, id, id ∈ Cts(σ(x),C). Notice
that because σ(x) ⊆ ∂B(0, 1), id(λ) id(λ) = 1 for all λ ∈ σ(x). By the
continuous functional calculus (Theorem 2.2.1) (for normal operators), we
have

xx∗ = Λ(id)Λ(id)∗

= Λ(id)Λ(id)

= Λ(id id)

= Λ(1) = I.

By a similar argument, we also have x∗x = I. Hence, x is unitary.

With Theorem 3.5.2 and Theorem 3.5.3, we can now prove the following
theorem:

Theorem 3.5.4. Let H be a Hilbert space over C and x ∈ B(H) be skew
self-adjoint. Then, the operator exp(x) ∈ B(H) is unitary.

Proof. Assume that H is a Hilbert space over C and x ∈ B(H). Assume
that x is skew self-adjoint. By Theorem 3.5.2, σ(x) ⊂ iR.
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Since exp : σ(x)→ C is continuous (actually holomorphic), the spectral
mapping theorem (see Theorem 2.2.3) tells us that

σ(exp(x)) = exp(σ(x)) ⊂ exp(iR) = ∂B(0, 1).

Since x is skew self-adjoint, x∗ = −x. So, x and x∗ commute and
consequently,

exp(x)(exp(x))∗ = exp(x) exp(x∗) = exp(x∗) exp(x) = (exp(x))∗ exp(x).

So, exp(x) is a normal operator. By Theorem 3.5.3, we therefore find that
exp(x) is a unitary operator.

3.6 Fuglede’s theorem and Putnam’s

theorem

Let x, y ∈ B(H) and suppose that x and y commute. When does y
commute with the adjoint x∗? Fuglede’s theorem answers this question in
the affirmative, provided that x is normal.

Theorem 3.6.1 (Fuglede’s theorem). Let H be a Hilbert space over C and
x, y ∈ B(H) such that x and y commute (xy = yx). Assume that x is
normal. Then, yx∗ = x∗y.

Proof. Assume that x and y are commuting elements of B(H). Assume
that x is a normal operator. Let λ ∈ C and define

xλ = λx∗ − λx ∈ B(H).

A quick computation reveals that xλ is skew self-adjoint. By Theorem
3.5.4, the operator exp(xλ) must be unitary for λ ∈ C.

Next, observe that if λ, µ ∈ C then xλxµ = xµxλ. Therefore,

exp(xλ) exp(xµ) = exp(xλ + xµ).

Moreover, exp(x0) = I by definition and because x is normal,

exp(xλ) = exp(λx∗) exp(−λx) = exp(−λx) exp(λx∗).

Since x commutes with y, we compute that
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exp(−λx∗)y exp(λx∗) = exp(−λx∗) exp(λx) exp(−λx)y exp(λx∗)

= exp(−λx∗) exp(λx)y exp(−λx) exp(λx∗)

= exp(−λx∗ + λx)y exp(−λx+ λx∗)

= exp(x−λ)y exp(xλ).

Consider the function

h : C → B(H)
λ 7→ exp(−λx∗)y exp(λx∗).

Then, h is a holomorphic function on all of C (entire). It is also bounded
because

‖h(λ)‖ = ‖exp(x−λ)y exp(xλ)‖ ≤ ‖y‖

because exp(x−λ) and exp(xλ) are unitary operators and thus, have norm 1.

By Liouville’s theorem, h must be constant. If λ ∈ C then

h(λ) = exp(−λx∗)y exp(λx∗) = h(0) = y.

Rewrite the above equation as y exp(λx∗) = exp(λx∗)y and expand both
sides as convergent power series:

∞∑
n=0

λn

n!
y(x∗)n =

∞∑
n=0

λn

n!
(x∗)ny.

The coefficients of both sides are equal. Looking at the coefficient where
n = 1, we obtain yx∗ = x∗y as required.

One remark about Theorem 3.6.1 is that if x = y then Theorem 3.6.1 says
that x is normal. If x is not normal then Theorem 3.6.1 fails even for the
case where x = y.

The proof of Putnam’s theorem relies on a corollary of Theorem 3.6.1.

Lemma 3.6.2. Let H be a Hilbert space over C and x1, x2, y ∈ B(H).
Assume that x1 and x2 are normal and yx1 = x2y. Then, yx∗1 = x∗2y.

Proof. Assume that x1, x2, y ∈ B(H) are the operators defined as above.
The idea is to identify operators on the Hilbert space H ⊕H with the space
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M2×2(B(H)) of 2× 2 matrices whose elements are operators in B(H). The
identification is given by the following map

Ω : B(H ⊕H) → M2×2(B(H))

z 7→
(
z1 z3

z2 z4

)
where z(h1, h2) = (z1(h1) + z2(h2), z3(h1) + z4(h2)).

Now consider the operators x̃, ỹ ∈ B(H ⊕H), defined by

x̃ =

(
x1 0
0 x2

)
and ỹ =

(
0 0
y 0

)
.

It is straightforward to check that x̃ is a normal operator and x̃ỹ = ỹx̃. By
Theorem 3.6.1, we deduce that x̃∗ỹ = ỹx̃∗. This means that(

0 0
x∗2y 0

)
=

(
0 0
yx∗1 0

)
and subsequently, x∗2y = yx∗1.

Before we state and prove Putnam’s theorem, we need to define the notion
of similar operators. Fortunately, the definition should be familiar from
linear algebra.

Definition 3.6.1. Let H be a Hilbert space over C and x1, x2 ∈ B(H). We
say that x1 and x2 are similar if there exists an invertible operator
y ∈ B(H) such that yx1y

−1 = x2.

Theorem 3.6.3 (Putnam’s theorem). Let H be a Hilbert space over C and
x1, x2 ∈ B(H) be normal operators. If x1 and x2 are similar then they are
unitarily equivalent. That is, σ(x1) = σ(x2).

Proof. Assume that x1 and x2 are normal operators which are similar.
Then, there exists an invertible y ∈ B(H) such that yx1y

−1 = x2. So,
yx1 = x2y.

By Lemma 3.6.2, we must have yx∗1 = x∗2y. Take the adjoint of both sides
to obtain

x1y
∗ = y∗x2.

Now multiply both sides on the right by y to obtain

x1y
∗y = y∗(x2y) = y∗(yx1).
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This means that y∗y commutes with x1. The key here is that y∗y is
self-adjoint. Therefore, the operator |y| = (y∗y)

1
2 must also commute with

x1.

Let y = u|y| be the polar decomposition of y (see Theorem 2.6.1). Since y
and |y| are both invertible, u is an invertible partial isometry.

From Theorem 3.1.8, u must be unitary and consequently,

ux1u
∗ = u|y||y|−1x1|y||y|−1u−1 = yx1y

−1 = x2.

So, x1 and x2 are unitarily equivalent.
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Chapter 4

Compact operators

4.1 Definition and properties of compact

operators

In this chapter, we will shift gears and discuss compact operators on a
Hilbert space. Following [Sol18, Chapter 5], we will define a compact
operator as a “norm limit of finite dimensional operators”. Note that in
[Bre10] and [RS80], a different definition of a compact operator is usually
used and is mainstream because it also allows us to define a compact
operator between two different Banach spaces. Nonetheless, we will show
that we can recover the mainstream definition of a compact operator from
the one we will give.

Definition 4.1.1. Let H be a Hilbert space over C. We say that an
operator x ∈ B(H) is finite dimensional if its range im x is a finite
dimensional vector subspace of H.

We say that an operator x ∈ B(H) is compact if there exists a sequence
{xn}n∈Z>0 of finite dimensional operators such that

lim
n→∞
‖xn − x‖ = 0.

The set of finite dimensional operators and the set of compact operators
will be denoted by F(H) and B0(H) respectively.

On the surface, F(H) and B0(H) are subsets of B(H). In fact, they are
ideals of B(H). The definition of an ideal is quite similar to the one we are
used to in ring theory.
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Definition 4.1.2. Let H be a Hilbert space over C and S ⊆ B(H). We say
that S is an ideal in B(H) if S is a vector subspace of B(H) and if x ∈ S
and y ∈ B(H) then xy, yx ∈ S.

If x ∈ F(H) then im x is a finite dimensional vector subspace of H.
Therefore, we can find a basis {ψ1, . . . , ψN} for im x. So for ξ ∈ H, the
operator x takes the form

xξ =
N∑
n=1

αn(ξ)ψn

where α1, . . . , αn are continuous linear functionals on H. By the Riesz
representation theorem, αi(ξ) = 〈ξ, ϕi〉 for some ϕ1, . . . , ϕn ∈ H. So,

x =
N∑
n=1

|ψn〉〈ϕn|.

Let us briefly recall bra-ket notation. If ξ ∈ H then

xξ =
N∑
n=1

|ψn〉〈ϕn|ξ =
N∑
n=1

|ψn〉〈ξ, ϕn〉 =
N∑
n=1

〈ξ, ϕn〉ψn =
N∑
n=1

αn(ξ)ψn.

With bra-ket notation, we can also write the adjoint of x as

x∗ =
N∑
n=1

|ϕn〉〈ψn|.

So, x∗ ∈ F(H) and hence F(H) is closed under the involution operation on
B(H) (which is just the adjoint). Consequently, the ideal B0(H) is also
closed under involution.

To see why this is the case, assume that y ∈ B0(H). Then, there exists a
sequence {yn} in F(H) such that yn → y as n→∞. This means that

y∗ = lim
n→∞

(yn)∗.

So, y∗ ∈ B0(H) as required.

The next theorem provides the equivalence between Definition 4.1.2 and the
usual definition of a compact operator present in [Bre10] and [RS80].
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Theorem 4.1.1. Let H be a Hilbert space over C and x ∈ B(H). Then, x
is compact if and only if for any bounded set S ⊆ H, the image x(S) is
pre-compact.

Proof. Assume that H is a Hilbert space over C and x ∈ B(H). Let

H1 = {ξ ∈ H | ‖ξ‖ ≤ 1}.
It suffices to prove that x is compact if and only if the image x(H1) is a
pre-compact subset of H.

To show: (a) If x is compact then x(H1) is a pre-compact subset of H.

(b) If x(H1) is a pre-compact subset of H then x is compact.

(a) Assume that x ∈ B(H) is compact and ε ∈ R>0. Then, there exists a
sequence {xn} in F(H) such that xn → x as n→∞. In particular, there
exists k ∈ Z>0 such that ‖x− xk‖ < ε

2
.

Observe that since H1 is bounded and xk ∈ B(H), the image xk(H1) is a
bounded subset of H. Since xk is finite dimensional, xk(H1) is contained in
the finite dimensional subspace x(H1). Therefore, xk(H1) is a pre-compact
subset of H.

Subsequently, xk(H1) has a finite ε
2
-net {η1, . . . , ηN}. We claim that this is

also an ε-net for x(H1).

If ξ ∈ H1 and ` ∈ {1, 2, . . . , N} then

‖xξ − η`‖ ≤ ‖xξ − xkξ‖+ ‖xkξ − η`‖.
By our construction of xk, ‖xξ − xkξ‖ < ε

2
. Since xkξ ∈ xk(H1), there exists

`0 ∈ {1, 2, . . . , n} such that ‖xkξ − η`0‖ < ε
2
. Therefore,

‖xξ − η`0‖ ≤ ‖xξ − xkξ‖+ ‖xkξ − η`0‖ <
ε

2
+
ε

2
= ε.

So, {η1, . . . , ηN} is an ε-net for x(H1). Hence, x(H1) is pre-compact.

(b) Assume that x ∈ B(H) such that if ε ∈ R>0 there exists a finite ε-net
{ηε1, . . . , ηεN} for x(H1). Define pε to be the projection operator onto the
finite dimensional subspace

span{ηε1, . . . , ηεN}.
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Let xε = pεx. Then, xε ∈ F(H) and if ξ ∈ H1 then there exists
k ∈ {1, 2, . . . , N} such that ‖xξ − ηεk‖ < ε. So,

‖xξ − xεξ‖ = ‖(I − pε)xξ‖
≤ ‖(I − pε)(xξ − ηεk)‖+ ‖(I − pε)ηεk‖
= ‖(I − pε)(xξ − ηεk)‖
≤ ‖I − pε‖‖xξ − ηεk‖ < ε.

To obtain the third equality, we used the fact that pε(η
ε
k) = ηεk. To obtain

the final inequality, we used the fact that I − pε is a projection operator
onto the orthogonal complement of span{ηε1, . . . , ηεN} and consequently,
that ‖I − pε‖ ≤ 1.

Hence, if ε ∈ R>0 then there exists a finite dimensional operator xε such
that ‖xξ − xεξ‖ < ε. Thus, x ∈ B0(H).

An important consequence of Theorem 4.1.1 is that the eigenspace of a
compact operator must be finite dimensional.

Lemma 4.1.2. Let H be a Hilbert space over C and x ∈ B0(H). Let
λ ∈ σ(x) be a non-zero eigenvalue. Then, the eigenspace

K = {ξ ∈ H | xξ = λξ}
is a finite dimensional subspace of H.

Proof. Assume that x ∈ B0(H) and λ ∈ σ(x) is a non-zero eigenvalue of x.

Suppose for the sake of contradiction that the eigenspace K is not finite
dimensional. Define the bounded subset

K1 = {ξ ∈ K | ‖ξ‖ ≤ 1}.
Then, x(K1) = {ξ ∈ K | ‖ξ‖ ≤ |λ|}. But, since K is not finite dimensional,
x(K1) cannot be pre-compact, despite being bounded. This contradicts
Theorem 4.1.1. So, K must be finite dimensional.

A consequence of Lemma 4.1.2 is that the identity operator I is not
compact. Otherwise, the eigenspace of the eigenvalue 1 must be finite
dimensional. However, the eigenspace in question is H − {0}, which is not
finite dimensional. Nonetheless, there exists a sequence of finite
dimensional operators converging to I in the strong topology, as the next
theorem demonstrates.
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Theorem 4.1.3. Let H be a Hilbert space over C. Then, there exists a net
of finite dimensional projection operators which converge to the identity
operator I in the strong topology.

Proof. Assume that {ψk}k∈K is an orthonormal basis for H. Let Fk denote
the set of finite subsets of K. This is a poset when equipped with the
relation of inclusion. Let J ∈ Fk and define the projection operator

pJ =
∑
i∈J

|ψi〉〈ψi|.

This is the projection onto span{ψj | j ∈ J}. Now observe that if J ∈ FK
then pJ ∈ F(H) and

‖pJξ − ξ‖2 =
∑
i∈K\J

|〈ξ, ψi〉|2.

We see that the quantity
∑

i∈K\J |〈ξ, ψi〉|2 → 0 as J grows larger (as we add

more terms from K to J). Hence, {pJ}J∈FK is a sequence of projection
operators in F(H) which converge to the identity operator I.

4.2 Fredholm alternative and the

Hilbert-Schmidt theorem

Roughly speaking, the Fredholm alternative tells us that operators of the
form I − x where x ∈ B0(H) is compact, behave like linear transformations
on a finite dimensional vector space. In [Sol18] and [RS80], the Fredholm
alternative is proved as a corollary of the analytic Fredholm theorem (see
[RS80, Theorem VI.4]).

Theorem 4.2.1 (Analytic Fredholm theorem). Let D be an open,
connected subset of C. Let f : D → B(H) be a holomorphic function such
that if z ∈ D then f(z) is a compact operator. Then, there are two
situations which can occur:

1. If z ∈ D then I − f(z) is not an invertible operator.

2. The operator I − f(z) is invertible for z ∈ D − S, where S is a
discrete subset of D without an accumulation point in D.

Proof. Assume that D is an open connected subset of C. Assume that
f : D → B(H) is the holomorphic function defined as above. It is enough
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to prove that the statement holds for a neighbourhood of any given z0 ∈ D.

Fix z0 ∈ D and let r ∈ R>0 so that the set

Dr = {z ∈ C | |z − z0| < r}.
is contained in D and z ∈ Dr implies that ‖f(z)− f(z0)‖ < 1

2
. Since f(z) is

a compact operator, we can take a finite rank operator y ∈ F(H) which
satisfies ‖f(z0)− y‖ < 1

2
.

If z ∈ Dr then the triangle inequality yields

‖f(z)− y‖ ≤ ‖f(z)− f(z0)‖+ ‖f(z0)− y‖ < 1.

Consequently, the operator I − f(z) + y is invertible and the function

z ∈ Dr 7→ (I − f(z) + y)−1

is holomorphic.

Now write the operator y as

y =
N∑
n=1

|ψn〉〈ϕn|

for some vectors ϕ1, . . . , ϕN , ψ1, . . . , ψN ∈ H, where the set {ψ1, . . . , ψN} is
linearly independent. For z ∈ Dr and n ∈ {1, 2, . . . , n}, define

ρn(z) = ((I − f(z) + y)−1)∗ϕn

and

g(z) = y(I − f(z) + y)−1.

We expand the definition of g(z) as

g(z) =
N∑
n=1

|ψn〉〈ϕn|(1− f(z) + y)−1

=
N∑
n=1

|ψn〉〈((1− f(z) + y)−1)∗ϕn|

=
N∑
n=1

|ψn〉〈ρn(z)|.
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The primary consequence of this calculation is that g(z)H ⊂ yH.

Now we have

(I − g(z))(I − f(z) + y) = I − f(z) + y − y = I − f(z)

and since I − f(z) + y is invertible for z ∈ Dr, I − f(z) is invertible if and
only if I − g(z) is invertible. Also, I − f(z) is injective if and only if
I − g(z) is injective.

Thus, it suffices to prove the analytic Fredholm theorem for I − g(z). First,
suppose that there exists ϕ ∈ H − {0} such that ϕ = g(z)ϕ. Then,
ϕ ∈ g(z)H ⊆ yH. By definition of y,

ϕ =
N∑
m=1

βmψm

and by definition of g(z), we compute directly that

N∑
m=1

βmψm = ϕ

= g(z)ϕ

=
N∑
n=1

|ψn〉〈ρn(z)|ϕ

=
N∑
n=1

|ψn〉〈ϕ, ρn(z)〉

=
N∑
n=1

〈ϕ, ρn(z)〉ψn

By comparing coefficients, we find that if n ∈ {1, 2, . . . , N} then

βn = 〈ϕ, ρn(z)〉 = 〈
N∑
m=1

βmψm, ρn(z)〉 =
N∑
m=1

〈ψm, ρn(z)〉βm.

The key idea is that due to the above equation, the quantity

d(z) = det
(1

. . .

1

−
 〈ψ1, ρ1(z)〉 . . . 〈ψN , ρ1(z)〉

...
. . .

...
〈ψ1, ρN(z)〉 . . . 〈ψN , ρN(z)〉

) = 0.

112



Note that the function d is a holomorphic function on Dr. So, we have
proved that if the equation ϕ = g(z)ϕ has a non-zero solution then d(z) = 0
for z ∈ Dr.

We will now prove the converse of the above statement. Assume that if
z ∈ Dr then d(z) = 0. Then, there exists non-zero β1, . . . , βN ∈ C such that

(1
. . .

1

−
 〈ψ1, ρ1(z)〉 . . . 〈ψN , ρ1(z)〉

...
. . .

...
〈ψ1, ρN(z)〉 . . . 〈ψN , ρN(z)〉

)
β1

...
βN

 = 0.

Consequently, βn =
∑N

m=1〈ψm, ρn(z)〉βm and ϕ =
∑N

m=1 βmψm is a non-zero
solution to the equation ϕ = g(z)ϕ.

Before we proceed, we note that since d is holomorphic on Dr, its zeros
must be isolated. This means that

Sr = {z ∈ Dr | d(z) = 0}

is either a discrete set with no accumulation points in Dr or Sr = Dr.

It remains to deal with the situation where d(z) 6= 0. Suppose that
ϕ, ξ ∈ H satisfy the equation (I − g(z))ϕ = ξ. Let ϕ′ = ϕ− ξ. Substitute
ϕ = ϕ′ + ξ into the equation (I − g(z))ϕ = ξ. We obtain

ϕ′ + ξ − g(z)ϕ′ − g(z)ξ = ξ.

Rearranging gives ϕ′ − g(z)ϕ′ = g(z)ξ. Thus, ϕ satisfies the equation
(I − g(z))ϕ = ξ if and only if ϕ′ satisfies (I − g(z))ϕ′ = g(z)ξ. If we vary ξ
over H, g(z)ξ varies over all of the image g(z)H. Therefore, we can solve
(I − g(z))ϕ = ξ for any ξ ∈ H if and only if d(z) 6= 0.

We have established two different situations:

1. d(z) = 0 if and only if there exists ϕ ∈ H − {0} such that ϕ = g(z)ϕ

2. d(z) 6= 0 if and only if for any ξ ∈ H, there exists ϕ such that
(I − g(z))ϕ = ξ.

In the first scenario, we deduce that I − g(z) is not invertible for any
z ∈ Dr. In the second scenario, we find that I − g(z) is invertible on the set

Dr\Sr = {z ∈ Dr | d(z) 6= 0}

113



where we recall that the zero set Sr is discrete. This completes the
proof.

The Fredholm alternative is now a special case of Theorem 4.2.1.

Theorem 4.2.2 (Fredholm alternative). Let H be a Hilbert space and
x ∈ B0(H) be a compact operator. Then, either I − x is invertible or there
exists a non-zero ψ ∈ H − {0} such that ψ = xψ.

Proof. Assume that H is a Hilbert space and x ∈ B0(H) is a compact
operator on H. Let D = C and define the map f by

f : C → B(H)
z 7→ zx.

Then, f is holomorphic on C. By the analytic Fredholm theorem (see
Theorem 4.2.1), either I − f(z) is not invertible for any z ∈ C or I − f(z) is
invertible on C− S, where S ⊆ C is a discrete set.

If we take z = 1 then we find that either I − x is invertible or there exists
ψ ∈ H − {0} such that ψ = xψ.

Here, we highlight that the Fredholm alternative is equivalent to the
statement that I − x is invertible if and only if I − x is injective. We will
give a standalone proof of this equivalent formulation of Theorem 4.2.2
which does not use Theorem 4.2.1.

Alternative proof of Theorem 4.2.2. Assume that H is a Hilbert space and
x ∈ B(H) is a compact operator. Let F ∈ B(H) be an operator of finite
rank such that ‖x− F‖ < ε for some ε ∈ R>0. In particular, we can choose
ε small enough such that I − (x− F ) is invertible (see Theorem 1.2.3). We
compute directly that

I − x = I − (x− F )− F =
(
I − F (I − (x− F ))−1

)
(I − (x− F ))

Notice that F (I − (x− F ))−1 is a finite rank operator. Observe that since
(I − (x− F )) is invertible, I − x is injective if and only if(
I − F (I − (x− F ))−1

)
is injective. Hence, it suffices to prove the Fredholm

alternative for finite rank operators. To see why this is the case, suppose
that the Fredholm alternative is satisfied for F (I − (x− F ))−1. Then,

I − x is invertible if and only if I − F (I − (x− F ))−1 is invertible

if and only if I − F (I − (x− F ))−1 is injective

if and only if I − x is injective.
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So, suppose that G ∈ B(H) is a finite rank operator. Then, im G is a finite
dimensional subspace of H and is thus, closed. Therefore,

H = im G⊕ (im G)⊥.

Let V = im G. The key observation here is that the restriction (I −G)|V is
an operator from V to V .

To show: (a) I −G is injective if and only if (I −G)|V is injective.

(b) I −G is surjective if and only if (I −G)|V is surjective.

(a) Assume that (I −G)|V is not injective. Then, there exists v ∈ V − {0}
such that (I −G)(v) = 0. Since V ⊆ H, I −G is not injective.

Now assume that I −G is not injective. Then, there exists h ∈ H − {0}
such that (I −G)(h) = 0. Since H = V ⊕ V ⊥, h = h1 + h2, where h1 ∈ V
and h2 ∈ V ⊥. Consequently,

(I −G)(h) = (I −G)(h1 + h2)

= h1 + h2 −Gh1 −Gh2

= (h1 −G(h1 + h2)) + h2

= (h1 −G(h)) + h2 = 0.

Notice that h1 −G(h) ∈ V and h2 ∈ V ⊥. By uniqueness of Theorem 2.4.1,
h2 = 0 and h1 = G(h) = G(h1 + h2). This means that

h1 −G(h1) = (I −G)(h1) = 0

where h1 ∈ V − {0}. Hence, (I −G)|V is not injective.

(b) Assume that (I −G)|V is surjective. Assume that y ∈ H. Since
H = V ⊕ V ⊥, write y = y1 + y2, where y1 ∈ V and y2 ∈ V ⊥.
The idea is that we want to solve the equation

(I −G)(x1 + x2) = y1 + y2

for x1 ∈ V and x2 ∈ V ⊥. Rearranging yields

x1 −G(x1 + x2)− y1 = −x2 + y2.
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The LHS is an element of V , whereas the RHS is an element of V ⊥. Thus,
both sides must be equal to zero. This suggests that we take x2 = y2 and
x1 = G(x1 + x2) + y1. Subsequently,

(I −G)(x1) = G(x2) + y1 = G(y2) + y1.

Therefore, if x1 = G(y2) + y1 and x2 = y2 then

(I −G)(x1 + x2) = G(y2) + y1 + y2 −G(y2) = y.

With this computation in mind, we can now complete the proof. Since
G(y2) + y1 ∈ im G = V , by surjectivity of (I −G)|V , there exists x1 ∈ V
such that (I −G)(x1) = G(y2) + y1. So, x1 + y2 ∈ H satisfies
(I −G)(x1 + y2) = y as required. Hence, I −G is surjective.

Now assume that I −G is surjective. Assume that z ∈ V . Then, there
exists x ∈ H such that (I −G)(x) = z. Since H = V ⊕ V ⊥, write
x = x1 + x2, where x1 ∈ V and x2 ∈ V ⊥. So,

x1 + x2 −G(x1)−G(x2) = z

and

x1 −G(x1 + x2)− z = −x2

The LHS is an element of V and the RHS is an element of V ⊥. So, both
expressions must be equal to zero. Consequently, x2 = 0 and
(I −G)(x1) = z. Therefore, (I −G)|V is surjective.

To see why parts (a) and (b) yields the Fredholm alternative for G, note
that because (I −G)|V : V → V is a linear transformation on the finite
dimensional vector space V , it is invertible if and only if it is injective.
Hence,

I −G is invertible if and only if (I −G)|V is invertible

if and only if (I −G)|V is injective

if and only if I −G is injective.

The first line follows from both parts (a) and (b). The second line follows
from the most recent observation about (I −G)|V . The final line follows
from part (a). Thus, the proof is complete.
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The Fredholm alternative leads us to the spectral theorem for compact
self-adjoint operators. First, the Riesz-Schauder theorem provides us with
valuable information about the spectrum of a compact operator. The
non-zero elements of the spectrum are all eigenvalues of the operator which
accumulate at the origin.

Theorem 4.2.3 (Riesz-Schauder). Let H be a Hilbert space and T ∈ B(H)
be a compact operator. Then, σ(T ) is a discrete subset of C, whose only
accumulation point is at 0. Furthermore, any non-zero λ ∈ σ(T ) is a
eigenvalue of finite multiplicity. That is, if λ ∈ σ(T ) then
0 < dim kerλI − T <∞.

Proof. Assume that H is a Hilbert space and T ∈ B(H) be a compact
operator. Assume that λ ∈ C− {0} and write

λI − T = λ(I − 1

λ
T ).

The map z 7→ zT is holomorphic on the open connected set C− {0}, where
z = 1

λ
. By the analytic Fredholm theorem (see Theorem 4.2.1), either

I − zT is not invertible on C− {0} or I − zT is invertible on the
complement of a discrete subset D̃ of C− {0}.

We wish to rule out the first possibility. Recall from equation (1.4) that

σ(T ) ⊆ {λ ∈ C | |λ| ≤ ‖T‖}

and {λ ∈ C | |λ| > ‖T‖} ⊆ ρ(T ). If λ ∈ C satisfies λ > ‖T‖ (or z < 1
‖T‖)

then λI − T is invertible and consequently, I − zT is invertible. This rules
out the first possibility.

Therefore, (I − zT )−1 exists on (C− {0})\D̃. Notice that

σ(T ) = {λ ∈ C | λI − T is not invertible}

= {λ ∈ C− {0} | I − 1

λ
T is not invertible}

= {λ ∈ C− {0} | z =
1

λ
∈ D̃}

which is a discrete set with an accumulation point at λ = 0.

Now assume that λ ∈ σ(T )− {0}. By the Fredholm alternative (see
Theorem 4.2.2), I − zT is not invertible if and only if λI − T is not

117



injective if and only if λI − T is not injective. This means that there exists
ψ ∈ H − {0} such that Tψ = λψ. So, λ is an eigenvalue and
0 < dim ker(λI − T ).

Suppose for the sake of contradiction that dim ker(λI − T ) =∞. Since
ker(λI − T ) is a closed subspace of H, we can take {ϕi}∞i=1 to be an
orthonormal basis of ker(λI − T ). Then, the sequence {ϕi}∞i=1 is bounded,
but {Tϕi}∞i=1 = {λϕi}∞i=1 does not have a convergent subsequence because
for distinct i, j ∈ Z>0,

‖Tϕi − Tϕj‖ =
√

2|λ|.

This contradicts the fact that T is compact. Therefore,
0 < dim ker(λI − T ) <∞ and λ is a eigenvalue of T with finite
multiplicity.

Now we are ready to prove the spectral theorem for compact self-adjoint
operators.

Theorem 4.2.4 (Hilbert-Schmidt). Let H be a Hilbert space and
A ∈ B(H) be a compact, self-adjoint operator. Then, there exists an
orthonormal basis {ϕn}∞n=1 of H consisting of eigenfunctions satisfying
Aϕn = λnϕn for λn ∈ R. Moreover, λn → 0 as n→∞.

Proof. Assume that H is a Hilbert space and A ∈ B(H) is a compact
self-adjoint operator. By Theorem 2.1.6, σ(A) ⊆ R and by the Riesz
Schauder theorem (see Theorem 4.2.3), σ(A) is a discrete subset of C with
an accumulation point 0 ∈ C. This means that if λ1, λ2, . . . are the
eigenvalues of A then limn→∞ λn = 0. Also, the eigenspaces of A all have
finite non-zero multiplicity.

For each eigenvalue λi of A, choose an orthonormal basis for the set of
eigenvectors with eigenvalue λi. Let {ϕi}∞i=1 be the collection of all of these
orthonormal bases. Then, {ϕi}∞i=1 is an orthonormal set because
eigenvectors corresponding to distinct eigenvalues must be orthogonal. Let

M = span{ϕi}∞i=1.

Let Ã = A|M⊥ be the restriction of A to the closed subspace M⊥. Then, Ã
is compact and self-adjoint because it is the restriction of a compact
self-adjoint operator.
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This means that we can apply Theorem 4.2.3 to deduce that if µ ∈ σ(Ã)
then µ is an eigenvalue for Ã and hence, an eigenvalue for A. In particular,
any eigenvector ψ ∈M⊥ of Ã must be an eigenvector of A and
consequently, ψ ∈M .

Since ψ ∈M ∩M⊥, ψ = 0. Thus, σ(Ã) cannot contain any non-zero
eigenvalues and the spectral radius is therefore,

|σ(Ã)| = sup
λ∈σ(Ã)

|λ| = 0.

Since Ã is self-adjoint, ‖Ã‖ = |σ(Ã)| = 0. So, Ã = 0.

Now suppose for the sake of contradiction that x ∈M⊥ with x 6= 0. Then,
Ax = Ãx = 0. Since H = M ⊕M⊥, x ∈M . Since x ∈M ∩M⊥, x = 0
which contradicts the assumption that x 6= 0.

Therefore, M⊥ = {0} and M = M = H as required.

An important corollary of Theorem 4.2.4 is that we can write a compact
operator in a particular form.

Theorem 4.2.5. Let H be a Hilbert space and x ∈ B0(H) be a compact
operator. Then, there exists a finite or countably infinite set N and
orthonormal sets {ψn}n∈N and {ϕn}n∈N in H and a sequence {λn}n∈N in
R>0 such that

x =
∑
n∈N

λn|ϕn〉〈ψn|.

Proof. Assume that H is a Hilbert space and x ∈ B0(H) is a compact
operator on H. By using Theorem 2.6.1, we decompose x as

x = v|x| = v(x∗x)
1
2 .

The key observation is that in the above polar decomposition, |x| = (x∗x)
1
2

is a compact, positive operator. By the spectral theorem (see Theorem
4.2.4), we obtain an orthonormal basis of H consisting of eigenvectors of |x|.

Let {ψn}n∈N be a subset of the orthonormal basis, consisting of
eigenvectors of |x| corresponding to non-zero eigenvalues. Then, {ψn}n∈N is
an orthonormal basis for the orthogonal complement (ker|x|)⊥.
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Let λn ∈ R>0 be the eigenvalue corresponding to ψn for n ∈ N . We claim
that

|x| =
∑
n∈N

λn|ψn〉〈ψn|.

The sum on the RHS is well-defined because if F ⊆ N is a finite subset of
N then ∑

n∈F

λn|ψn〉〈ψn| = fF (|x|)

where fF is defined as the continuous function

fF : σ(|x|) → C
λ ∈ F 7→ λ
λ 6∈ F 7→ 0

Now observe that fF converges uniformly to the identity function id on
σ(|x|) as F grows larger as a subset of N . Hence, fF (|x|) converges
uniformly to |x| and consequently, |x| =

∑
n∈N λn|ψn〉〈ψn|.

Recall from Theorem 2.6.1 that the partial isometry v maps the subspace
(ker|x|)⊥ isometrically onto the closure im x. By setting ϕn = vψn for
n ∈ N , we obtain another orthonormal set {ϕn}n∈N and subsequently,

x = v
∑
n∈N

λn|ψn〉〈ψn| =
∑
n∈N

λn|ϕn〉〈ψn|.

Before we end this section, we will give an example of Theorem 4.2.4.

Example 4.2.1. Define the following operator on L2([0, 2π]):

T : L2([0, 2π]) → L2([0, 2π])

f(x) 7→ i
2

( ∫ x
0
f(t) dt−

∫ 2π

x
f(t) dt

)
We will show that T is a compact, self-adjoint operator. To see that T is
self-adjoint, observe that if f, g ∈ L2([0, 2π]) then

120



〈Tf, g〉L2 =

∫ 2π

0

Tf(x)g(x) dx

=

∫ 2π

0

i

2

(∫ x

0

f(t) dt−
∫ 2π

x

f(t) dt
)
g(x) dx

=

∫ 2π

0

− i
2

(∫ x

0

f(t) dt−
∫ 2π

x

f(t) dt
)
g(x) dx

= − i
2

∫ 2π

0

∫ x

0

f(t)g(x) dt dx+
i

2

∫ 2π

0

∫ 2π

x

f(t)g(x) dt dx

=

∫ 2π

0

i

2

(∫ t

0

g(x) dx−
∫ 2π

t

g(x) dx
)
f(t) dt

= 〈f, Tg〉L2 .

So, T must be self-adjoint. Note that we are working with integrable
functions and thus, allowed to use Fubini’s theorem in the second last line.

To see that T is compact, assume that {fn} is a bounded sequence in
L2([0, 2π]). We will apply the Arzela-Ascoli theorem to obtain a
subsequence {fnk} such that {Tfnk} converges.

We will first show that the operator T is bounded. First, we compute for
f ∈ L2([0, 2π]) that

|Tf(x)| =
∣∣∣ i
2

(∫ x

0

f(t) dt−
∫ 2π

x

f(t) dt
)∣∣∣

≤ |1
2

∫ x

0

f(t) dt|+ |1
2

∫ 2π

x

f(t) dt|

≤ 1

2

∫ x

0

|f(t)| dt+
1

2

∫ 2π

x

|f(t)| dt

=
1

2

∫ 2π

0

|f(t)| dt

≤ 1

2

(∫ 2π

0

|f(t)|2 dt
) 1

2
(∫ 2π

0

1 dt
) 1

2

=

√
2π

2
‖f‖L2 =

√
π

2
‖f‖L2 .

Hence, the operator norm of T is
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‖T‖2 = sup
‖f‖L2=1

‖Tf‖2
L2

= sup
‖f‖L2=1

∫ 2π

0

|Tf(x)|2 dx

≤ sup
‖f‖L2=1

∫ 2π

0

π

2
‖f‖2

L2 dx

= π2.

So, ‖T‖ ≤ π.

To show: (a) {Tfn} is uniformly bounded.

(b) {Tfn} is equicontinuous.

(a) Since {fn} is bounded, there exists C ∈ R>0 such that ‖fn‖L2 < C. If
n ∈ Z>0 then

‖Tfn‖L2 ≤ ‖T‖‖fn‖L2 < πC.

So, {Tfn} is a uniformly bounded sequence in L2([0, 2π]).

(b) We compute that if x, y ∈ [0, 2π] then

|(Tf)(x)− (Tf)(y)| =
∣∣∣ i
2

(∫ x

0

f(t) dt−
∫ 2π

x

f(t) dt
)
− i

2

(∫ y

0

f(t) dt−
∫ 2π

y

f(t) dt
)∣∣∣

=
∣∣∣1
2

∫ x

y

f(t) dt+
1

2

∫ x

y

f(t) dt
∣∣∣

≤
∫ x

y

|f(t)| dt

≤
(∫ 2π

0

|f(t)|2 dt
) 1

2
(∫ x

y

1 dt
) 1

2

= ‖f‖L2 |x− y|
1
2

Assume that ε ∈ R>0. Set δ = ε2/C2. If |x− y| < δ then

|(Tfn)(x)− (Tfn)(y)| ≤ ‖fn‖L2|x− y|
1
2 < C

ε

C
= ε.
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Since n ∈ Z>0 was arbitrary, we deduce that {Tfn} is an equicontinuous
family of functions as required.

From parts (a) and (b), the conditions of the Arzela-Ascoli theorem are
satisfied. Therefore, there exists a convergent subsequence {Tfnk} of
{Tfn}. Consequently, T is a compact operator as required.

We will now use Theorem 4.2.4 on T in order to find an orthonormal basis
for L2([0, 2π]). Suppose that λ ∈ C− {0} and f ∈ L2([0, 2π]) such that

(Tf)(x) =
i

2

(∫ x

0

f(t) dt−
∫ 2π

x

f(t) dt
)

= λf(x).

We want to use the fundamental theorem of calculus. Let F be a function
such that F ′(x) = f(x). Then,

i

2
(2F (x)− F (0)− F (2π)) = λf(x)

and if we differentiate both sides with respect to x, we find that

f ′(x)− i

λ
f(x) = 0.

So, f(x) = Ceix/λ, where C ∈ R>0. Let us substitute this expression for
f(x) back into the equation (Tf)(x) = λf(x). After some computation, we
obtain

Cλ

2
(2eix/λ − 1− e2πi/λ) = λCeix/λ.

Therefore, 1 + e2πi/λ = 0 and

2πi

λ
= iπ(1 + 2k)

for k ∈ Z. So,

λk =
2

1 + 2k
.

and fk(x) = Ce(2k+1)ix/2. To determine the value of C, we must have
‖fk‖L2 = 1 for k ∈ Z>0 in order for {fk}k∈Z to be an orthonormal basis for
L2([0, 2π]). So,

1 =

∫ 2π

0

|fk(x)|2 dx = 2πC2.
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Therefore, C = 1√
2π

and by the spectral theorem, {fk}k∈Z is an orthonormal

basis for L2([0, 2π]), where

fk(x) =
1√
2π
e(2k+1)ix/2.
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Chapter 5

The trace of an operator

5.1 Definition and properties

In this section, we will investigate a generalisation of the trace in linear
algebra to certain operators on a Hilbert space.

Definition 5.1.1. Let H be a Hilbert space and {ξj}j∈J be an orthonormal
basis of H. Let t ∈ B(H)+ be a positive operator. The trace of t, denoted
by Tr{ξj}j∈J (t), is defined by

Tr{ξj}j∈J (t) =
∑
j∈J

〈tξj, ξj〉 ∈ [0,∞].

We use slightly different notation from the definition of the trace in [Sol18,
Section 6.1]. This is because the definition above depends on the choice of
the orthonormal basis {ξj}j∈J . Later, we will see that the trace is
independent of the choice of orthonormal basis, which matches the fact that
the trace of a square matrix is independent of the choice of bases.

Lemma 5.1.1. Let H be a Hilbert space and x ∈ B(H). Let {ξj}j∈J be an
orthonormal basis. Then,

Tr{ξj}j∈J (x∗x) = Tr{ξj}j∈J (xx∗).

Recall from Theorem 2.3.4 that x∗x and xx∗ are positive operators and so,
we can take the trace of these operators.

Proof. Assume that H is a Hilbert space and {ξj}j∈J is an orthonormal
basis for H. Assume that x ∈ B(H). For i ∈ J , we compute directly that
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∑
j∈J

〈x∗ξj, ξi〉〈xξi, ξj〉 =
∑
j∈J

〈ξj, xξi〉〈xξi, ξj〉

= 〈
∑
j∈J

〈xξi, ξj〉ξj, xξi〉

= 〈xξi, xξi〉 = 〈x∗xξi, ξi〉.

So, the trace of x∗x is

Tr{ξj}j∈J (x∗x) =
∑
i∈J

〈x∗xξi, ξi〉 =
∑
i∈J

∑
j∈J

〈x∗ξj, ξi〉〈xξi, ξj〉.

Since

〈x∗ξj, ξi〉〈xξi, ξj〉 = 〈ξj, xξi〉〈xξi, ξj〉 = |〈xξi, ξj〉|2 ≥ 0,

we can safely change the order of summation in the series expression for
Tr{ξj}j∈J (x∗x). Thus, we obtain

Tr{ξj}j∈J (x∗x) =
∑
i∈J

∑
j∈J

〈x∗ξj, ξi〉〈xξi, ξj〉

=
∑
j∈J

∑
i∈J

〈x∗ξj, ξi〉〈xξi, ξj〉

=
∑
j∈J

∑
i∈J

〈xξi, ξj〉〈x∗ξj, ξi〉

= Tr{ξj}j∈J (xx∗).

Similarly to the trace in linear algebra, we expect the trace of a positive
operator to be invariant under similarity transformations.

Lemma 5.1.2. Let H be a Hilbert space and u, t ∈ B(H) with u unitary
and t positive. Let {ξj}j∈J be an orthonormal basis for H. Then,

Tr{ξj}j∈J (utu∗) = Tr{ξj}j∈J (t).

Proof. Assume that H is a Hilbert space and u, t ∈ B(H) with u unitary
and t positive. Assume that {ξj}j∈J is an orthonormal basis for H.

Define x = ut
1
2 ∈ B(H). We compute directly that
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x∗x = t
1
2u∗ut

1
2 = t and xx∗ = ut

1
2 t

1
2u∗ = utu∗.

By Lemma 5.1.1, we have

Tr{ξj}j∈J (t) = Tr{ξj}j∈J (x∗x) = Tr{ξj}j∈J (xx∗) = Tr{ξj}j∈J (utu∗).

With Lemma 5.1.2, we can prove that the trace of a positive operator is
independent of the choice of orthonormal basis.

Theorem 5.1.3. Let H be a Hilbert space and {ξj}j∈J and {ψj}j∈J be two
different orthonormal bases for H. If t ∈ B(H)+ is a positive operator then

Tr{ξj}j∈J (t) = Tr{ψj}j∈J (t).

Proof. Assume that H is a Hilbert space and {ξj}j∈J and {ψj}j∈J are two
different orthonormal bases for H. Assume that t ∈ B(H)+ is a positive
operator. Then, there exists a unitary operator u ∈ B(H) such that
uψj = ξj for j ∈ J . Consequently,

Tr{ψj}j∈J (t) =
∑
j∈J

〈tψj, ψj〉

=
∑
j∈J

〈tu∗ξj, u∗ξj〉

=
∑
j∈J

〈utu∗ξj, ξj〉

= Tr{ξj}j∈J (utu∗) = Tr{ξj}j∈J (t)

where in the last equality, we used Lemma 5.1.2.

In light of Theorem 5.1.3, we can drop the notation established in the
original definition of the trace. We will now simply write Tr to denote the
trace of a positive operator.

Next, we will establish a few more familiar properties of the trace.

Lemma 5.1.4. Let H be a Hilbert space, λ ∈ R>0 and t, r ∈ B(H)+ be
positive operators. Then,

1. Tr(λt) = λTr(t)
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2. If t ≥ r then Tr(t) ≥ Tr(r)

3. Tr(t+ r) = Tr(t) + Tr(r)

Proof. Assume that H is a Hilbert space, λ ∈ R>0 and t, r ∈ B(H)+. Let
{ξj}j∈J be an orthonormal basis for H. We compute directly that

Tr(λt) =
∑
j∈J

〈λtξj, ξj〉 = λ
∑
j∈J

〈tξj, ξj〉 = λTr(t).

Next, assume that t ≥ r so that t− r ∈ B(H)+. Then,

Tr(t− r) =
∑
j∈J

〈(t− r)ξj, ξj〉 =
∑
j∈J

〈tξj, ξj〉 −
∑
j∈J

〈rξj, ξj〉 ∈ [0,∞].

Hence, Tr(t) ≥ Tr(r). Finally, we have for arbitrary t, r ∈ B(H)+,

Tr(t+ r) =
∑
j∈J

〈(t+ r)ξj, ξj〉 =
∑
j∈J

〈tξj, ξj〉+
∑
j∈J

〈rξj, ξj〉 = Tr(t) + Tr(r).

The final property of the trace we will prove in this section is that it is
bounded below by the norm.

Theorem 5.1.5. Let H be a Hilbert space and t ∈ B(H)+ be a positive
operator. Then, Tr(t) ≥ ‖t‖.
Proof. Assume that H is a Hilbert space and t ∈ B(H)+ is a positive
operator. By Theorem 2.3.4, there exists a self-adjoint operator r = t1/2

such that r2 = t and ‖t‖ = ‖r∗r‖ = ‖r‖2.

Assume that ε ∈ R>0. Let ψ ∈ H be such that ‖ψ‖ = 1 and

‖rψ‖ > ‖r‖ − ε.
The existence of ψ is just from the definition of the operator norm on r.
Now we compute that

〈tψ, ψ〉 = 〈r∗rψ, ψ〉
= 〈r∗rψ, ψ〉
= 〈rψ, rψ〉 = ‖rψ‖2

> (‖r‖ − ε)2

= ‖r‖2 − 2ε‖r‖+ ε2

= ‖t‖ − 2ε‖t‖
1
2 + ε2.
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Now we can choose an orthonormal basis {ξj}j∈J of H such that ψ = ξi for
some i ∈ J . We can do this by using Gram-Schmidt orthogonalisation for
instance. Consequently,

Tr(t) =
∑
j∈J

〈tξj, ξj〉 ≥ 〈tξi, ξi〉 > ‖t‖ − 2ε‖t‖
1
2 + ε2.

Since ε ∈ R>0 was arbitrary, we obtain Tr(t) ≥ ‖t‖.

5.2 Trace class and Hilbert-Schmidt

operators

The trace gives rise to two important classes of operators.

Definition 5.2.1. Let H be a Hilbert spaces. The set of trace class
operators, denoted by B1(H), is defined by

B1(H) = span{x ∈ B(H)+ | Tr(x) <∞}.

Definition 5.2.2. Let H be a Hilbert spaces. The set of
Hilbert-Schmidt operators, denoted by B2(H), is defined by

B2(H) = {x ∈ B(H) | Tr(x∗x) <∞}.

Our first task with regards to trace class and Hilbert-Schmidt operators is
to determine the inclusions amongst the sets F(H), B1(H), B2(H) and
B0(H). We require a few lemmas to do this.

Lemma 5.2.1. Let H be a Hilbert space and a, b ∈ B(H). Then, the
composite

ab =
1

4

3∑
i=0

ik(b+ ikI)∗a(b+ ikI)

where I ∈ B(H) is the identity operator.

Proof. The formula follows by expanding the expression
1
4

∑3
i=0 i

k(b+ ikI)∗a(b+ ikI) and then simplifying, which is a somewhat
tedious process similar to Theorem 2.1.1 and Theorem 2.1.2.

The next lemma we require gives an interesting criterion for an operator to
be compact.
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Lemma 5.2.2. Let H be a Hilbert space and x ∈ B(H) be such that
Tr(|x|p) <∞ for some p ∈ R>0. Then, x ∈ B0(H) is compact.

Proof. Assume that H is a Hilbert space and x ∈ B(H) such that
Tr(|x|p) <∞ for some p ∈ R>0.

Let {ψj}j∈J be an orthonormal basis for H and ε ∈ R>0. Then, there exists
a finite subset Jε ⊂ J such that∑

j 6∈Jε

〈|x|pψj, ψj〉 < ε.

Let pε be the projection operator onto span{ψj | j ∈ Jε}. We claim that the
sequence of finite dimensional operators

{|x|
p
2 pε}ε∈R>0

converges to |x| p2 in the norm topology. Indeed, by Theorem 5.1.5, we have

‖|x|
p
2 − |x|

p
2 pε‖2 = ‖|x|

p
2 (I − pε)‖2

= ‖(|x|
p
2 (I − pε))∗|x|

p
2 (I − pε)‖

= ‖(I − pε)|x|p(I − pε)‖
≤ Tr((I − pε)|x|p(I − pε))
=
∑
j 6∈Jε

〈|x|pψj, ψj〉 < ε.

So, |x| p2 is the norm limit of a sequence of finite dimensional operators.

Hence, |x| p2 is a compact operator. Now, |x| = f(|x| p2 ) where f(λ) = λ
2
p for

λ ∈ σ(|x| p2 ). Note that we can use the continuous functional calculus
because |x| p2 is self-adjoint. Consequently, |x| is a compact operator and
since B0(H) is an ideal, we can use the polar decomposition of x (see
Theorem 2.6.1) to find that

x = u|x| ∈ B0(H).

Here is the first theorem pertaining to our new classes of operators.

Theorem 5.2.3. Let H be a Hilbert space. Then, we have the following
chain of inclusions
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F(H) ⊂ B1(H) ⊂ B2(H) ⊂ B0(H).

Moreover, each of the above subsets is an ideal in B(H) which is
self-adjoint (invariant under the adjoint). We also have

B1(H) = {x ∈ B(H) | Tr(|x|) <∞}.

Proof. Assume that H is a Hilbert space. It is easy to check that the sets
F(H), B1(H), B2(H) and B0(H) are invariant under the adjoint. For
instance, this means that if x ∈ B1(H) then x∗ ∈ B1(H). We already know
that F(H) and B0(H) are ideals of B(H).

To show: (a) B1(H) is an ideal.

(b) B2(H) is an ideal.

(a) We claim that B1(H) is a right ideal in B(H). Assume that a ∈ B(H)+

such that Tr(a) <∞ and that b ∈ B(H).

To show: (aa) ab ∈ B1(H).

(aa) We know from Lemma 5.2.1 that

ab =
1

4

3∑
k=0

ikv∗kavk

where vk = b+ ikI. For k ∈ {0, 1, 2, 3}, we have

Tr(v∗kavk) = Tr(v∗ka
1
2a

1
2vk)

= Tr((a
1
2vk)

∗a
1
2vk)

= Tr(a
1
2vk(a

1
2vk)

∗)

= Tr(a
1
2vkv

∗
ka

1
2 )

≤ Tr(a
1
2‖vkv∗k‖a

1
2 )

= ‖vk‖2Tr(a) <∞.

By linearity of the trace, Tr(ab) <∞ and ab ∈ B1(H). So, B1(H) is a right
ideal of B(H).

(a) Since B1(H) is a right ideal which is invariant under the adjoint, it
must also be a left ideal. If x ∈ B1(H) and y ∈ B(H) then
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yx = (x∗y∗)∗ ∈ B1(H). So, B1(H) is an ideal of B(H).

(b) We will show that B2(H) is a left ideal. Assume that t ∈ B2(H) and
s ∈ B(H).

To show: (ba) st ∈ B2(H).

(ba) Since t ∈ B2(H), Tr(t∗t) <∞. Observe that (st)∗st = t∗s∗st ≤ ‖s‖2t∗t
as positive operators. Consequently,

‖s‖2Tr(t∗t) = Tr(‖s‖2t∗t) > Tr((st)∗st)

and Tr((st)∗st) <∞. So, st ∈ B2(H).

(b) Part (ba) tells us that B2(H) is a left ideal which is invariant under the
adjoint. By similar reasoning to part (a), we deduce that B2(H) is also a
right ideal and hence, an ideal in B(H).

Next, we will prove that

B1(H) = {x ∈ B(H) | Tr(|x|) <∞}.

To show: (c) {x ∈ B(H) | Tr(|x|) <∞} ⊆ B1(H).

(d) B1(H) ⊆ {x ∈ B(H) | Tr(|x|) <∞}.

(c) Assume that x ∈ B(H) such that Tr(|x|) <∞. Then, |x| ∈ B1(H) and
by Theorem 2.6.1, we have x = u|x|. By part (a), B1(H) is an ideal of
B(H). So, x ∈ B1(H) and {x ∈ B(H) | Tr(|x|) <∞} ⊆ B1(H).

(d) Now assume that y ∈ B1(H). Using the polar decomposition (see
Theorem 2.6.1), write y = v|y|. Since B1(H) is an ideal, |y| = v∗y ∈ B1(H).
By definition of B1(H),

|y| =
n∑
i=1

αidi

where α1, . . . , αn ∈ C and d1, . . . , dn ∈ B(H)+ satisfying Tr(di) <∞ for
i ∈ {1, 2, . . . , n}. As positive operators, we have

|y| ≤
n∑
i=1

|αi|di.
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So,

Tr(|y|) ≤
n∑
i=1

|αi|Tr(di) <∞

and B1(H) ⊆ {x ∈ B(H) | Tr(|x|) <∞}.

Finally, we will prove the inclusions F(H) ⊂ B1(H) ⊂ B2(H) ⊂ B0(H).

To show: (e) F(H) ⊂ B1(H).

(f) B1(H) ⊂ B2(H).

(g) B2(H) ⊂ B0(H).

(e) Assume that x ∈ F(H). Since F is an ideal, |x| is a finite dimensional
positive operator. So, |x| must have finite trace, |x| ∈ B1(H) and since
B1(H) is an ideal, x ∈ B1(H) and F(H) ⊆ B1(H).

(f) Assume that y ∈ B1(H). Then,

y∗y = |y|2 = |y|
1
2 (|y|

1
2 )∗(|y|

1
2 )|y|

1
2 ≤ ‖y‖|y|.

In the first equality, we used a result in Theorem 2.6.2. By taking the trace,
we deduce that Tr(y∗y) ≤ ‖y‖Tr(|y|) <∞. So, y ∈ B2(H) and
B1(H) ⊂ B2(H).

(g) Assume that t ∈ B2(H) so that Tr(t∗t) <∞. By using the polar
decomposition, we write t = u|t| so that t∗t = |t|2 (see Theorem 2.6.2). So,
Tr(|t|2) <∞ and by Lemma 5.2.2, t ∈ B0(H) and B2(H) ⊂ B0(H). This
completes the proof.

5.3 The Hilbert space B2(H)

Theorem 5.2.3 tells us that B1(H) and B2(H) are ideals of B(H). However,
they actually possess more structure than that.

Theorem 5.3.1. Let H be a complex Hilbert space. Then, B2(H) is a
C-vector space.

Proof. Assume that H is a complex Hilbert space. Assume that
x, y ∈ B2(H) and λ ∈ C.
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To show: (a) λx ∈ B2(H)

(b) x+ y ∈ B2(H).

(a) To see that λx ∈ B2(H), we compute directly that

Tr((λx)∗λx) = Tr(|λ|2x∗x) = |λ|2Tr(x∗x) <∞.

So, λx ∈ B2(H).

(b) Consider the expression (x+ y)∗(x+ y) + (x− y)∗(x− y). Expanding,
we obtain

(x+ y)∗(x+ y) + (x− y)∗(x− y) = 2x∗x+ 2y∗y.

This means that as positive operators, (x+ y)∗(x+ y) ≤ 2x∗x+ 2y∗y. So,

Tr((x+ y)∗(x+ y)) ≤ Tr(2x∗x+ 2y∗y) = 2(Tr(x∗x) + Tr(y∗y)) <∞.

Hence, x+ y ∈ B2(H). So, B2(H) is a C-vector space.

Here is an important observation about B2(H). If x, y ∈ B2(H) then one
can verify that

y∗x =
1

4

3∑
k=0

ik(x+ iky)∗(x+ iky).

Since B2(H) is a vector space, x+ iky ∈ B2(H). By taking traces of both
sides, we find that

Tr(y∗x) =
1

4

3∑
k=0

Tr((x+ iky)∗(x+ iky)) <∞.

So, y∗x ∈ B2(H). This is crucial to the following theorem.

Theorem 5.3.2. Let H be a Hilbert space. Then, B2(H) is a Hilbert space
with inner product

〈x, y〉Tr = Tr(y∗x).

Proof. Assume that H is a Hilbert space. If x, y ∈ B2(H) then
y∗x ∈ B2(H) and so, the trace 〈x, y〉Tr = Tr(y∗x) is well-defined.
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We will now show that 〈−,−〉Tr is an inner product on B2(H). Assume
that x1, x2, y1 ∈ B2(H). We compute directly that

〈x1 + x2, y1〉Tr = Tr((y1)∗(x1 + x2))

= Tr((y1)∗x1 + (y1)∗x2)

= Tr((y1)∗x1) + Tr((y1)∗x2)

= 〈x1, y1〉Tr + 〈x2, y1〉Tr.

Now assume that λ ∈ C and {ξj}j∈J is an orthonormal basis for H. Then,

〈λx1, y1〉Tr = Tr((y1)∗λx1)

=
∑
j∈J

〈λ(y1)∗x1ξj, ξj〉

= λ
∑
j∈J

〈(y1)∗x1ξj, ξj〉

= λTr((y1)∗x1) = λ〈x1, y1〉Tr.

We also have

〈x1, y1〉Tr = Tr((y1)∗x1)

=
∑
j∈J

〈(y1)∗x1ξj, ξj〉

=
∑
j∈J

〈ξj, y1(x1)∗ξj〉

=
∑
j∈J

〈y1(x1)∗ξj, ξj〉

= Tr(y1(x1)∗) = 〈y1, x1〉Tr

Finally, we have the inequality

‖x‖2
Tr = 〈x, x〉Tr = Tr(x∗x) ≥ ‖x∗x‖ = ‖x‖2 ≥ 0

for x ∈ B2(H). Also, ‖x‖Tr = 0 if and only if ‖x‖ = 0 if and only if x = 0.
Hence, 〈−,−〉Tr is an inner product on B2(H).

Now suppose that {xn}n∈Z>0 is a Cauchy sequence in B2(H). Since
‖y‖Tr ≥ ‖y‖ for y ∈ B2(H), {xn} is a Cauchy sequence in B(H) (equipped
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with the operator norm). Hence, {xn} must converge to some x ∈ B(H).

Let {ξj}j∈J be an orthonormal basis of H. Since xn → x in the norm
topology, the sequence {xn} must also converge to x in the strong topology.
For a finite subset J0 ⊂ J , we have

∑
j∈J0

‖(x− xn)ξj‖2 = lim
m→∞

∑
j∈J0

‖(xm − xn)ξj‖2

≤ lim sup
m→∞

∑
j∈J

‖(xm − xn)ξj‖2

= lim sup
m→∞

∑
j∈J

〈(xm − xn)∗(xm − xn)ξj, ξj〉

= lim sup
m→∞

Tr((xm − xn)∗(xm − xn))

= lim sup
m→∞

‖xm − xn‖2
Tr.

Therefore,

‖x− xn‖2
Tr = sup

J0⊂J, |J0|<∞

∑
j∈J0

‖(x− xn)ξj‖2 ≤ lim sup
m→∞

‖xm − xn‖2
Tr.

Hence, x ∈ B2(H) and xn → x in B2(H). Hence, B2(H) is complete and
B2(H) is a Hilbert space.

The norm ‖−‖Tr on B2(H) is referred to as the Hilbert-Schmidt norm.

The next theorem tells us how to construct an orthnormal basis for B2(H).

Theorem 5.3.3. Let H be a Hilbert space and {ψi}i∈I be an orthonormal
basis for H. Then, the set {|ψi〉〈ψj|}i,j∈I is an orthonormal basis for the
Hilbert space B2(H).

Proof. Assume that H is a Hilbert space with orthonormal basis {ψi}i∈I .
To see that {|ψi〉〈ψj|}i,j∈I is an orthonormal basis for B2(H), we compute
directly that
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〈|ψi〉〈ψj|, |ψp〉〈ψq|〉Tr = Tr((|ψp〉〈ψq|)∗|ψi〉〈ψj|)
=
∑
k∈I

〈 (|ψp〉〈ψq|)∗|ψi〉〈ψj| ψk, ψk〉

=
∑
k∈I

〈|ψi〉〈ψj| ψk, |ψp〉〈ψq| ψk〉

=
∑
k∈I

〈|ψi〉〈ψk, ψj〉, |ψp〉〈ψk, ψq〉〉

=
∑
k∈I

δk,jδk,q〈ψi, ψp〉 = δj,qδi,p.

So, {|ψi〉〈ψj|}i,j∈I is an orthonormal basis for B2(H).

5.4 The Banach algebra B1(H)

Now we turn our attention to the trace class operators B1(H). We require a
few lemmas for this purpose.

Lemma 5.4.1. Let H be a Hilbert space.

1. If x, y ∈ B2(H) then Tr(xy) = Tr(yx).

2. If x ∈ B1(H) and y ∈ B(H) then Tr(xy) = Tr(yx).

Proof. Assume that H is a Hilbert space. First, assume that x, y ∈ B2(H).
Then, we compute directly that
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Tr(x∗y) =
1

4

3∑
k=0

ikTr((y + ikx)∗(y + ikx))

=
1

4

3∑
k=0

ikTr((y + ikx)(y + ikx)∗)

=
1

4

3∑
k=0

ikTr((y∗ − ikx∗)∗(y∗ − ikx∗))

=
1

4

3∑
k=0

ikTr(
(
(−ik)(iky∗ + x∗)

)∗
(−ik)(iky∗ + x∗))

=
1

4

3∑
k=0

ikTr((iky∗ + x∗)∗(iky∗ + x∗))

=
1

4

3∑
k=0

ikTr((x∗ + iky∗)∗(x∗ + iky∗)) = Tr(yx∗).

Since x ∈ B2(H), x∗ ∈ B2(H). By replacing x with x∗ in the above
computation, we deduce that Tr(xy) = Tr(yx) as required.

Now assume that x ∈ B1(H) and y ∈ B(H). Then, x can be written as a
linear combination of positive operators with finite trace. Assume that z is
a positive operator with finite trace. Then, z

1
2 , z

1
2y and yz

1
2 are all elements

of B2(H) and by the previous result, we have

Tr(zy) = Tr(z
1
2 (z

1
2y))

= Tr((z
1
2y)z

1
2 )

= Tr(z
1
2 (yz

1
2 )) = Tr(yz).

By linearity of the trace, Tr(xy) = Tr(yx).

Lemma 5.4.2. Let H be a Hilbert space, x ∈ B1(H) and y ∈ B(H). Then,

|Tr(yx)| ≤ ‖y‖Tr(|x|).

Proof. Assume that H is a Hilbert space, x ∈ B1(H) and y ∈ B(H).
Decompose x as x = u|x| via the polar decomposition (see Theorem 2.6.1).
Recall that

B1(H) = {x ∈ B(H) | Tr(|x|) <∞}.
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So, Tr(|x|) <∞ and |x| 12 ∈ B2(H). Using the Cauchy-Schwarz inequality,
we obtain

|Tr(yx)|2 = |Tr(yu|x|
1
2 |x|

1
2 )|2

= |〈|x|
1
2 , |x|

1
2u∗y∗〉Tr|2

≤ ‖x|
1
2‖2

Tr‖|x|
1
2u∗y∗‖2

Tr (Cauchy Schwarz Inequality)

= Tr(|x|)Tr((yu|x|
1
2 )(|x|

1
2u∗y∗))

= Tr(|x|)Tr((|x|
1
2u∗y∗)(yu|x|

1
2 )) (see Lemma 5.4.1)

≤ Tr(‖yu‖2|x|
1
2 |x|

1
2 )Tr(|x|)

≤ ‖y‖2Tr(|x|)2.

Now, we are ready to prove that B1(H) is a Banach algebra with the trace
norm

‖x‖1 = Tr(|x|).

Lemma 5.4.3. Let H be a Hilbert space. Then, the trace norm ‖−‖1

defined as above is a norm on B1(H).

Proof. Assume that H is a Hilbert space. First, assume that α ∈ C and
x ∈ B1(H). Then,

|αx| =
(
(αx)∗αx

) 1
2 = (|α|2x∗x)

1
2 = |α||x|

and

‖αx‖1 = Tr(|αx|) = |α|Tr(|x|) = |α|‖x‖1.

Next, if x ∈ B1(H) then

‖x‖1 = Tr(|x|) ≥ ‖|x|‖ = ‖x‖ ≥ 0.

Also, ‖x‖1 = 0 if and only if ‖x‖ = 0 if and only if x = 0.

Finally, assume that x, y ∈ B1(H). Let x+ y = v|x+ y| be the polar
decomposition of x+ y. By a direct computation, we obtain
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‖x+ y‖1 = Tr(|x+ y|)
= Tr(v∗(x+ y))

= Tr(v∗x) + Tr(v∗y)

= |Tr(v∗x) + Tr(v∗y)|
≤ |Tr(v∗x)|+ |Tr(v∗y)|
≤ ‖v∗‖(Tr(|x|) + Tr(|y|))
≤ ‖x‖1 + ‖y‖1.

In the last inequality, we used the fact that ‖v∗‖ ≤ 1 as v∗ is a partial
isometry. Therefore, the trace norm ‖−‖1 is a norm on B1(H).

Our first task is to show that B1(H) is complete with respect to the norm
‖−‖1. The idea is to show that B1(H) is isomorphic to the dual space
B0(H)∗ via an extension of the trace to B1(H). Hence, we have to
demonstrate how to extend the trace from B(H)+ to B1(H).

First, we need the following lemma.

Lemma 5.4.4. Let H be a Hilbert space. Then,

B1(H) ∩B(H)+ = {t ∈ B(H)+ | Tr(t) <∞}.

Proof. Assume that H is a Hilbert space. We know by definition that

B1(H) = span{x ∈ B(H)+ | Tr(x) <∞}.

So,

{x ∈ B(H)+ | Tr(x) <∞} ⊆ B1(H) ∩B(H)+.

Conversely, assume that y ∈ B1(H) ∩B(H)+. Then, y = |y| (see Theorem
2.6.1) and

y ∈ {x ∈ B(H) | Tr(|x|) <∞} = B1(H).

The last equality in the above equation follows from Theorem 5.2.3.
Therefore, Tr(y) = Tr(|y|) <∞,

y ∈ {x ∈ B(H)+ | Tr(x) <∞}

and
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B1(H) ∩B(H)+ = {t ∈ B(H)+ | Tr(t) <∞}.

Now, we can extend the trace map defined on B1(H) ∩B(H)+ to B1(H).

Theorem 5.4.5. Let H be a Hilbert space. Then, the trace map

Tr : B1(H) ∩B(H)+ → R>0

x 7→ Tr(x)

extends uniquely to a linear functional on B1(H).

Proof. Assume that H is a Hilbert space. We know that
B1(H) = span(B1(H) ∩B(H)+). So, it suffices to prove that an extension
of the trace to B1(H) exists (linearity is for free).

Let x ∈ B1(H). By definition of B1(H), we can write x =
∑N

i=1 αixi, where
αi ∈ C and xi ∈ B(H)+ ∩B1(H). Define

Tr : B1(H) → C∑N
i=1 αixi 7→

∑N
i=1 αiTr(xi).

It is easy to see that restriction to B(H)+ ∩B1(H) provides the original
trace. To see that the trace above on B1(H) is the extension we are after, it
suffices to check that if

∑N
i=1 αixi = 0 then

∑N
i=1 αiTr(xi) = 0.

To show: (a) If
∑N

i=1 αixi = 0 then
∑N

i=1Re(αi)Tr(xi) = 0.

(b) If
∑N

i=1 αixi = 0 then
∑N

i=1 Im(αi)Tr(xi) = 0.

(a) Define

A = {i ∈ {1, 2, . . . , N} | Re(αi) ≥ 0}

and

B = {i ∈ {1, 2, . . . , N} | Re(αi) < 0}

Then, A ∪B = {1, 2, . . . , N} and since
∑N

i=1 αixi = 0,∑
i∈A

Re(αi)xi =
∑
i∈B

(−Re(αi))xi.
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Note that both expressions above are linear combinations of positive
operators with positive coefficients. Using linearity of the trace, we deduce
that ∑

i∈A

Re(αi)Tr(xi) =
∑
i∈B

(−Re(αi))Tr(xi)

and
∑N

i=1 Re(αi)Tr(xi) = 0.

(b) This follows from exactly the same argument as in part (a).

Now that we have extended the trace Tr to B1(H), we ask ourselves what
is a formula for computing the trace of x ∈ B1(H)?

Theorem 5.4.6. Let H be a Hilbert space, x ∈ B1(H) and {ξi}i∈I be an
orthonormal basis of H. Then, the sum

∑
i∈I〈xξi, ξi〉 is absolutely

convergent and its sum is independent of the choice of basis {ξi}i∈I .

Proof. Assume that x ∈ B1(H) and {ξi}i∈I is an orthonormal basis for H.

Using the polar decomposition of x, we write x = u|x| 12 |x| 12 . The point here
is that

|x|
1
2 , |x|

1
2u ∈ B2(H).

By the Cauchy-Schwarz inequality, we have for i ∈ I

|〈xξi, ξi〉| = |〈u|x|
1
2 |x|

1
2 ξi, ξi〉| = |〈|x|

1
2 ξi, |x|

1
2u∗ξi〉| ≤ ‖|x|

1
2u∗ξi‖‖|x|

1
2 ξi‖.

Since |x| 12 , |x| 12u ∈ B2(H),∑
i∈I

‖|x|
1
2 ξi‖2 = Tr(|x|) <∞

and ∑
i∈I

‖|x|
1
2u∗ξi‖2 = Tr(u|x|u∗) <∞

By Hölder’s inequality,

∑
i∈I

|〈xξi, ξi〉| ≤
∑
i∈I

‖|x|
1
2u∗ξi‖‖|x|

1
2 ξi‖

≤
(∑

i∈I

‖|x|
1
2u∗ξi‖2

) 1
2
(∑

i∈I

‖|x|
1
2 ξi‖2

) 1
2

<∞.
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Therefore, the series
∑

i∈I〈xξi, ξi〉 is absolutely convergent. Now write

x =
∑N

k=1 αkxk, where α1, . . . , αN ∈ C and the operators
x1, . . . , xN ∈ B(H)+ ∩B1(H). So,

∑
i∈I

〈xξi, ξi〉 =
∑
i∈I

〈
N∑
k=1

αkxkξi, ξi〉

=
∑
i∈I

N∑
k=1

αk〈xkξi, ξi〉

=
N∑
k=1

αk
∑
i∈I

〈xkξi, ξi〉

and by Theorem 5.1.3, the sum
∑N

k=1 αk
∑

i∈I〈xkξi, ξi〉 is independent of the
choice of orthonormal basis.

Finally, we note that if x ∈ B1(H) then the map x 7→
∑

i∈I〈xξi, ξi〉 is a
linear functional equal to the trace on B1(H) ∩B(H)+. So,
Tr(x) =

∑
i∈I〈xξi, ξi〉 for any x ∈ B1(H) and any orthonormal basis {ξi}i∈I

of H.

So, the same formula for the trace on B1(H) ∩B(H)+ works for the trace
on B1(H). From here, the trace Tr as written generally refers to the trace
on B1(H).

Now we can show that B1(H) is complete with respect to the norm ‖−‖1.

Theorem 5.4.7. Let H be a Hilbert space and x ∈ B1(H). Define the map

ϕx : B0(H) → C
y 7→ Tr(xy)

Then, ϕx ∈ B0(H)∗ and the map x 7→ ϕx is a bijective isometry from
B1(H) with the norm ‖−‖1 to B0(H)∗ with the operator norm.

Proof. Assume that H is a Hilbert space, x ∈ B1(H) and ϕx is the map
defined as above. By linearity of the trace (see Lemma 5.1.4), ϕx is a linear
map. To see that ϕx is bounded, assume that y ∈ B0(H). Then,

|ϕx(y)| = |Tr(xy)| = |Tr(yx)| ≤ ‖y‖Tr(|x|) = ‖y‖‖x‖1 <∞.
This uses Lemma 5.4.1 and Lemma 5.4.2. Therefore, if x ∈ B1(H) then
ϕx ∈ B0(H)∗.
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To show: (a) If ϕ ∈ B0(H)∗ then there exists x ∈ B1(H) such that ϕ = ϕx.

(b) ϕx is an isometry.

(a) Assume that ϕ ∈ B0(H)∗. If s ∈ B2(H) ⊂ B0(H) then

|ϕ(s)| ≤ ‖ϕ‖‖s‖ ≤ ‖ϕ‖‖s‖Tr.

Consequently, ϕ is a bounded linear functional on the Hilbert space B2(H).
By the Riesz representation theorem, there exists x ∈ B2(H) such that

ϕ(s) = 〈s, x∗〉Tr.

Now let x = u|x| be the polar decomposition of x (see Theorem 2.6.1). Let
{ψj}j∈J be an orthonormal basis for H and J0 ⊂ J be a finite subset of J .
Let p0 be the projection onto the closed subpsace span{ψj | j ∈ J0}.

By Theorem 5.2.3, x, p0 ∈ B2(H). So,

∑
j∈J0

〈|x|ψj, ψj〉 =
∣∣∣∑
j∈J0

〈|x|ψj, ψj〉
∣∣∣

=
∣∣∣∑
j∈J

〈p0|x|ψj, ψj〉
∣∣∣

= |Tr(p0|x|)|
= |Tr((p0u

∗)x)|
= |Tr(x(p0u

∗))| = |〈p0u
∗, x∗〉Tr|

= |ϕ(p0u
∗)|

≤ ‖ϕ‖‖p0u
∗‖ ≤ ‖ϕ‖.

Taking the supremum over finite subsets J0 ⊂ J , we deduce that x ∈ B1(H)
(because Tr(|x|) ≤ ‖ϕ‖ <∞) and ‖x‖1 ≤ ‖ϕ‖.

Thus, if s ∈ B2(H) then

ϕx(s) = Tr(xs) = 〈s, x∗〉Tr = ϕ(s).

Since B2(H) is a dense subspace of B0(H), we deduce that ϕ = ϕx on
B0(H).

(b) We compute directly that
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‖ϕx‖ = sup
‖y‖=1

|ϕx(y)| ≤ sup
‖y‖=1

‖y‖‖x‖1 = ‖x‖1.

From part (a), we have ‖x‖1 ≤ ‖ϕx‖. So, ‖x‖1 = ‖ϕx‖ and ϕx is an
isometry.

Combining parts (a) and (b), we deduce that the map x 7→ ϕx is a bijective
isometry from B1(H) to B0(H)∗.

Theorem 5.4.7 can be thought of as a “non-commutative analogue” of the
well-known isomorphism c∗0

∼= `1. We will now use Theorem 5.4.7 to prove
the main result of this section.

Theorem 5.4.8. Let H be a Hilbert space. Then, the ideal B1(H) ⊂ B(H)
is a Banach algebra with the trace norm

‖x‖1 = Tr(|x|).

Proof. Assume that H is a Hilbert space. From Lemma 5.4.3, we know that
‖−‖1 is a norm on B1(H).

To show: (a) B1(H) is complete with respect to the trace norm.

(b) If x, y ∈ B1(H) then ‖xy‖1 ≤ ‖x‖1‖y‖1.

(a) We know that B1(H) is isometrically isomorphic to the dual space
B0(H)∗, as a consequence of Theorem 5.4.7. Since B0(H) is a closed
subspace of B(H), B0(H) is a Banach space and hence, B0(H)∗ is also a
Banach space. So, B1(H) is complete with respect to the trace norm.

(b) Assume that x, y ∈ B1(H). Let xy = u|xy| be the polar decomposition
of xy. We compute directly that

‖xy‖1 = Tr(|xy|)
= Tr(u∗xy) = |Tr(u∗xy)|
≤ ‖u∗x‖Tr(|y|) (Lemma 5.4.2)

≤ ‖x‖Tr(|y|)
≤ ‖x‖1Tr(|y|) = ‖x‖1‖y‖1.

By combining parts (a) and (b), we deduce that B1(H) is a Banach algebra
with the trace norm ‖−‖1.
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To finish this section, we note that there is a non-commutative analogue of
the isometric isomorphism (`1)∗ ∼= `∞.

Theorem 5.4.9. Let H be a Hilbert space. For y ∈ B(H), define

ψy : B1(H) → C
x 7→ Tr(yx).

Then, ψy ∈ B1(H)∗ and the map y 7→ ψy is a bijective isometry from B(H)
to B1(H)∗.

Proof. Assume that H is a Hilbert space, y ∈ B(H) and ψy is the map
defined as above. By linearity of the trace, it is easy to check that ψy is a
linear map. To see that ψy is bounded, we argue similarly to Theorem
5.4.7. If x ∈ B1(H) then

|ψy(x)| = |Tr(yx)| ≤ ‖y‖Tr(|x|) = ‖y‖‖x‖1 <∞.

So, ψy ∈ B1(H)∗ and the above inequality shows us that ‖ψy‖ ≤ ‖y‖.

Now, we will show that ψy is invertible. Assume that ψ ∈ B1(H)∗. Define
the sesquilinear form F by

F : H ×H → C
(η, ξ) 7→ ψ(|η〉〈ξ|).

In order for F to be well-defined, we must first show that if η, ξ ∈ H then
|η〉〈ξ| ∈ B1(H).

To show: (a) If η, ξ ∈ H then |η〉〈ξ| ∈ B1(H).

(a) If η = 0 then |η〉〈ξ| = 0 ∈ B1(H). So, assume that η, ξ ∈ H with η 6= 0.
Then,

∣∣|η〉〈ξ|∣∣2 =
(
|η〉〈ξ|

)∗(|η〉〈ξ|) = |ξ〉〈η||η〉〈ξ| = ‖η‖2|ξ〉〈ξ| = ‖η‖2‖ξ‖2|ζ〉〈ζ|

where ζ = ξ/‖ξ‖. Since |ζ〉〈ζ||ζ〉〈ζ| = |ζ〉〈ζ| (because ‖ζ‖ = 1),
|η〉〈ξ| = ‖η‖‖ξ‖|ζ〉〈ζ| and∥∥|η〉〈ξ|∥∥

1
= Tr

(∣∣|η〉〈ξ|∣∣) = ‖η‖‖ξ‖Tr(|ζ〉〈ζ|) = ‖η‖‖ξ‖.

Therefore, |η〉〈ξ| ∈ B1(H) and consequently, F is well-defined.

Next, we show that F is bounded. We compute directly that
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|F (η, ξ)| = |ψ(|η〉〈ξ|)| ≤ ‖ψ‖
∥∥|η〉〈ξ|∥∥

1
= ‖ψ‖‖η‖‖ξ‖.

Hence, F is a bounded sesquilinear form on H. For ξ ∈ H, we define the
bounded linear functional

Fξ : H → C
η 7→ F (η, ξ).

By the Riesz representation theorem, there exists y ∈ B(H) such that

Fξ(η) = 〈yη, ξ〉.

Now let x ∈ B1(H) so that the polar decomposition of x is u|x|. Since
B1(H) ⊂ B0(H), x is a compact operator. From Theorem 4.2.5 we can write

x =
∞∑
n=1

µn|ϕn〉〈ψn|

and

|x| =
∞∑
n=1

µn|ψn〉〈ψn|

where {ψn}n∈Z>0 and {ϕn}n∈Z>0 are orthonormal sets and {µn} is a
sequence in R>0. By extending {ψn} to an orthonormal basis for H, we can
use the above equation to deduce that

Tr(|x|) =
∞∑
n=1

µn =
∞∑
n=1

|µn| <∞.

The quantity
∑∞

n=1 µn is finite because x ∈ B1(H). So, the sequence of
partial sums of

∑∞
n=1 µn|ϕn〉〈ψn| must also converge with respect to the

trace norm because ∥∥|ϕn〉〈ψn|∥∥1
= ‖ϕn‖‖ψn‖ = 1.

Consequently,
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Tr(yx) =
∞∑
n=1

〈yxψn, ψn〉

=
∞∑
n=1

µn〈yϕn, ψn〉

=
∞∑
n=1

µnF (ϕn, ψn) =
∞∑
n=1

µnψ(|ϕn〉〈ψn|)

= ψ(
∞∑
n=1

µn|ϕn〉〈ψn|) = ψ(x).

We find that ψ = ψy on all of B1(H). Therefore, the map y 7→ ψy is a
bijection.

We finally show that ‖ψy‖ ≥ ‖y‖ so that the map y 7→ ψy is an isometry.
Assume that ε ∈ R>0. Then, there exists β ∈ H such that ‖β‖ = 1 and
‖yβ‖ > ‖y‖ − ε. Define

φ =
1

‖yβ‖
‖yβ‖.

Extend the orthonormal set {φ} to an orthonormal basis {φj}j∈J of H.
Now set x = |β〉〈φ|. Then,

‖x‖1 = ‖β‖‖φ‖ = 1

and

|ψy(x)| = |Tr(yx)|
= |
∑
j∈J

〈yxφj, φj〉|

≥ |〈yxφ, φ〉|

= 〈yβ, φ〉 =
1

‖yβ‖
〈yβ, yβ〉

= ‖yβ‖ > ‖y‖ − ε.

Since ε ∈ R>0 was arbitrary, we find that ‖ψy‖ ≥ ‖y‖. Therefore,
‖y‖ = ‖ψy‖ and the map y 7→ ψy defines an bijective isometry from B(H)
to B1(H)∗.
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5.5 Hilbert-Schmidt operators on L2

Let (X,µ)be a σ-finite measure space such that the space L2(X,µ) is
separable. Let k(x, y) ∈ L2(X ×X,µ× µ). By Fubini’s theorem (see
[Coh13, Theorem 5.2.2]), the function y 7→ k(x, y) is square-integrable with
respect to the variable y. By subsequently integrating over x, we obtain∫

X

(∫
X

|k(x, y)|2 dµ(y)
)
dµ(x) = ‖k‖2

L2 <∞.

Using the inner product on L2(X,µ), we find that if ψ ∈ L2(X,µ) then∫
X

k(x, y)ψ(y) dµ(y)

is well-defined for almost all x ∈ X and a quick computation reveals that

∫
X

∣∣∣k(x, y)ψ(y) dµ(y)
∣∣∣2dµ(x) ≤

∫
X

∫
X

|k(x, y)|2 dµ(y)‖ψ‖2
L2 dµ(x)

= ‖k‖2
L2‖ψ‖2

L2 <∞.

Now define the map

tk : L2(X,µ) → L2(X,µ)
ψ 7→ (tkψ)(x) =

∫
X
k(x, y)ψ(y) dµ(y)

Then, tk is a linear map, due to linearity of the integral. It is also bounded
because

‖tk‖ = sup
‖ψ‖L2=1

‖tk(ψ)‖L2 ≤ ‖k‖L2‖ψ‖L2 = ‖k‖L2 .

The bounded linear operator tk is called an integral operator and the
function k(x, y) is the integral kernel of the operator tk.

The next theorem demonstrates the connection of integral operators to
Hilbert-Schmidt operators.

Theorem 5.5.1. Let (X,µ) be a σ-finite measure space. Define the map

Φ : L2(X ×X,µ× µ) → B(L2(X,µ))
k(x, y) 7→ tk

Then, im Φ = B2(L2(X,µ)) and as an operator from L2(X ×X,µ× µ) to
B2(L2(X,µ)), Φ is a unitary map.
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Proof. Assume that (X,µ) is a σ-finite measure space and Φ is the map
defined as above. Assume that k ∈ L2(X ×X,µ× µ).

To show: (a) Φ is a isometry from L2(X ×X,µ× µ) to B2(L2(X,µ)).

(a) Let {ψi}i∈I be an orthonormal basis for L2(X,µ). Then, {ϕi ⊗ ϕj}i,j∈I
is an orthonormal basis for

L2(X,µ)⊗ L2(X,µ) ∼= L2(X ×X,µ× µ).

For i, j ∈ I, there exists αi,j ∈ C such that

k =
∑
i,j∈I

αi,j ϕi ⊗ ϕj

Let I denote the family of finite subsets of I. For A ∈ I, define

kA =
∑
i,j∈A

αi,j ϕi ⊗ ϕj.

If ψ ∈ L2(X,µ) and x ∈ X then

(tkAψ)(x) =
∑
i,j∈A

αi,j

∫
X

ϕi(x)ϕj(y)ψ(y) dµ(y)

With bra-ket notation, the above equation can be simplified as

tkA =
∑
i,j∈A

αi,j|ϕi〉〈ϕj|.

So, tkA ∈ F(L2(X,µ)) ⊂ B2(L2(X,µ)) and

‖tk − tkA‖ = ‖tk−kA‖ ≤ ‖k − kA‖L2 → 0

as the cardinality of A tends to infinity. Since tk is the norm limit of finite
dimensional operators, tk must be a compact operator.

To see that tk ∈ B2(L2(X,µ)), we must compute the quantity Tr(t∗ktk). If
s ∈ I then
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tkϕs = lim
A∈I

tkAϕs

= lim
A∈I

∑
i,j∈A

αi,j|ϕi〉〈ϕj|ϕs

= lim
A∈I

∑
i,j∈A

αi,j〈ϕs, ϕj〉ϕi

= lim
A∈I

∑
i,j∈A

αi,sϕi =
∑
i∈I

αi,sϕi

So,

‖tkϕs‖2
L2 = 〈tkϕs, tkϕs〉L2 =

∑
i∈I

|αi,s|2

and

Tr(t∗ktk) =
∑
s∈I

‖tkϕs‖2
L2 =

∑
i,s∈I

|αi,s|2 = ‖k‖2
L2 <∞.

Therefore, tk ∈ B2(L2(X,µ)) and im Φ = B2(L2(X,µ)). Moreover, the
above equation tells us that ‖k‖L2 = ‖tk‖Tr. So, Φ is also an isometry from
L2(X ×X,µ× µ) to B2(L2(X,µ)).

The image of Φ contains the dense subset F(L2(X,µ)). In conjunction with
the fact that Φ is an isometry, we deduce that Φ must be unitary.

One consequence of Theorem 5.5.1 is that if t ∈ B(L2(X,µ)) is an operator
which can be written as an integral operator with square-integrable integral
kernel k(x, y) ∈ L2(X ×X,µ× µ) then t is a Hilbert-Schmidt operator on
L2(X,µ) and is thus, compact by Theorem 5.2.3. Thus, Theorem 5.5.1
provides us with a method to determine if an operator is compact.
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Chapter 6

Functional calculus for families
of operators

6.1 Preliminary results on C*-algebras

In this chapter, we are interested in extending the continuous functional
calculus to families of commuting self-adjoint operators and normal
operators. The method presented in [Sol18, Chapter 7] relies on a few
results on C*-algebras. These results are located in [Sol18, Appendix
A.5.2], but for the sake of completeness, we will work through them here.

Much of the notation we have established for bounded operators on a
Hilbert space extend to C*-algebras.

Definition 6.1.1. Let A be a C*-algebra. We say that an element a ∈ A is
positive if a is self-adjoint and σ(a) ⊆ [0,∞).

Let a, b ∈ A. We say that a ≤ b if and only if b− a is a positive element of
A.

Similarly to the case of bounded operators on a Hilbert space, every
positive element of a C*-algebra has a unique square root.

The first preliminary result we need states that in any left ideal of a unital
C*-algebra, we have an “approximation to the unit” lying entirely in the
left ideal.

Theorem 6.1.1. Let A be a unital C*-algebra (with unit 1) and let L be a
left ideal of A. Let I be the set of pairs (n, F ) such that n ∈ Z>0 and F is a
finite subset of L. Then, we can define a partial order on I by stating that
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(n, F ) � (n′, F ′) if and only if n ≤ n′ and F ⊂ F ′.

Then, there exists a sequence {ei}i∈I of positive elements of L such that

1. If i ∈ I then 0 ≤ ei ≤ 1.

2. If i � j then ei ≤ ej.

3. If a ∈ L then ‖a− aei‖ → 0 as i→∞, with respect to the partial
order � on I.

Proof. Assume that A is a unital C*-algebra. Assume that L is a left ideal
of A. Assume that (I,�) is the poset defined as above. For i = (n, F ) ∈ I,
define

vi =
∑
b∈F

b∗b and ei = (
1

n
1 + vi)

−1vi.

Note that vi ∈ A is a positive element due to the analogous result of
Theorem 2.3.5 as applied to C*-algebras. Since vi is positive, the continuous
functional calculus for C*-algebras applies so that in the above definitions,

ei = fn(vi) where fn(t) =
t

t+ 1
n

for t ∈ σ(vi) ⊂ [0,∞). Now observe that if t ∈ [0,∞) and n ∈ Z>0 then
0 ≤ fn(t) ≤ 1. So, 0 ≤ fn(vi) = ei ≤ 1.

Now let i = (n, F ) and j = (n′, F ′) be elements of I such that i � j. Then,
vi ≤ vj because

vj − vi =
∑

b∈F ′−F

b∗b

is a positive element of A. By the analogous result to Lemma 2.3.9, we find
that

(
1

n
+ vi)

−1 ≥ (
1

n
+ vj)

−1.

Next, we know that if t ∈ [0,∞) then

1

n
(
1

n
+ t)−1 ≥ 1

n′
(

1

n′
+ t)−1

and subsequently, as elements of A,
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1

n
(
1

n
+ vj)

−1 ≥ 1

n′
(

1

n′
+ vj)

−1

With these two inequalities, we find that

1

n
(
1

n
+ vi)

−1 ≥ 1

n
(
1

n
+ vj)

−1 ≥ 1

n′
(

1

n′
+ vj)

−1

and

1− 1

n
(
1

n
+ vi)

−1 ≤ 1− 1

n′
(

1

n′
+ vj)

−1.

Now, we observe that

ei = (
1

n
1 + vi)

−1vi = (
1

n
1 + vi)

−1(
1

n
1 + vi −

1

n
1) = 1− 1

n
(
1

n
+ vi)

−1.

Similarly, ej = 1− 1
n′

( 1
n′

+ vj)
−1 and ei ≤ ej.

For the final assertion, assume that a ∈ L and let i = (n, F ) ∈ I so that
a ∈ F . Since ei = 1− 1

n
( 1
n

+ vi)
−1 and

(
1

n
+ t)−2t ≤ n

4

for t ∈ [0,∞), we have

∑
b∈F

(b(1− ei))∗(b(1− ei)) = (1− ei)(
∑
b∈F

b∗b)(1− ei)

= (1− ei)vi(1− ei)

=
1

n
(
1

n
+ vi)

−1 vi
1

n
(
1

n
+ vi)

−1

=
1

n2
(
1

n
+ vi)

−2vi ≤
1

4n
1.

Since a ∈ F ,

(a(1− ei))∗(a(1− ei)) ≤
∑
b∈F

(b(1− ei))∗(b(1− ei)) ≤
1

4n
1.

Consequently,

‖a− aei‖2 = ‖a(1− ei)‖2 = ‖(a(1− ei))∗(a(1− ei))‖ ≤
1

4n
→ 0

as n→∞. This completes the proof.

154



One particular application of Theorem 6.1.1 is to show that a closed ideal
in a unital C*-algebra is self-adjoint.

Theorem 6.1.2. Let A be a unital C*-algebra and J be a closed ideal in A.
Then, J is self-adjoint.

Proof. Assume that A is a unital C*-algebra and J is a closed ideal of A.
By Theorem 6.1.1, there exists a sequence {ei}i∈I such that

a = lim
i∈I

aei.

The limit is with respect to the norm topology on A. Since J is a two-sided
ideal, eia

∗ = (aei)
∗ ∈ J . Since J is a closed subset of A, the limit

a∗ = lim
i∈I

eia
∗ ∈ J.

So, J is a self-adjoint ideal.

We know that if X is a Banach space and S is a closed subspace of X then
the quotient X/S is also a Banach space, with quotient norm given by

‖x+ S‖ = inf
s∈S
‖x+ s‖.

The next theorem shows us how to produce quotient C*-algebras.

Theorem 6.1.3. Let A be a unital C*-algebra and J be a closed ideal of A.
Then, the quotient space A/J with quotient norm is a C*-algebra,

Proof. Assume that A is a unital C*-algebra and J is a closed ideal of A.
By Theorem 6.1.2, J is a self-adjoint ideal of A. So, A/J is a unital
*-algebra because the involution map ∗ becomes well-defined from A/J to
A/J . Furthermore, since J is a closed subspace, A/J is a Banach space
with the quotient norm

‖a+ J‖ = inf
u∈J
‖a+ u‖

for a ∈ A.

To show: (a) If a ∈ A then ‖a∗ + J‖ = ‖a+ J‖.

(b) If a, b ∈ A then ‖(a+ J)(b+ J)‖ ≤ ‖a+ J‖‖b+ J‖.

(a) Assume that a ∈ A. Since J is self adjoint, we have
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‖a∗ + J‖ = ‖(a+ J)∗‖ = ‖a+ J‖.
(b) Assume that a, b ∈ A and ε ∈ R>0. By the definition of the quotient
norm as an infimum, there exists u, v ∈ J such that

‖a+ u‖ ≤ ‖a+ J‖+ ε and ‖b+ v‖ ≤ ‖b+ J‖+ ε.

From this, we compute directly that

‖ab+ J‖ ≤ ‖ab+ (av + ub+ uv)‖
= ‖(a+ u)(b+ v)‖
≤ ‖a+ u‖‖b+ v‖ (since A is a C*-algebra)

≤ (‖a+ J‖+ ε)(‖b+ J‖+ ε)

= ‖a+ J‖‖b+ J‖+ ε(‖a+ J‖+ ‖b+ J‖+ ε).

Since ε ∈ R>0 was arbitrary, we find that ‖ab+ J‖ ≤ ‖a+ J‖‖b+ J‖.

To show: (c) ‖a+ J‖2 = ‖a∗a+ J‖.

(c) By parts (b) and (a), we first have

‖a∗a+ J‖ ≤ ‖a∗ + J‖‖a+ J‖ = ‖a+ J‖2.

To establish the other inequality, let {ei}i∈I be a sequence in J constructed
from Theorem 6.1.1. Since aei ∈ J ,

‖a+ J‖ ≤ ‖a− aei‖
for i ∈ I and hence,

‖a+ J‖ ≤ inf
i∈I
‖a− aei‖.

Now for any u ∈ J , we have

‖a+ u‖ ≥ ‖(a+ u)(1− ei)‖
because ‖1− ei‖ ≤ 1. Therefore,

‖a+ u‖ ≥ lim inf
i∈I
‖(a+ u)(1− ei)‖

= lim inf
i∈I
‖(a− aei) + (u− uei)‖

= lim inf
i∈I
‖a− aei‖ ≥ inf

i∈I
‖a− aei‖.
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In the second equality, we used the fact that u− uei → 0 as I increases
with respect to the partial order � in Theorem 6.1.1. If we take the
infimum over all u ∈ J , we find that ‖a+ J‖ ≥ infi∈I‖a− aei‖ and

‖a+ J‖ = inf
i∈I
‖a− aei‖.

Therefore,

‖a+ J‖2 = inf
i∈I
‖a(1− ei)‖2

= inf
i∈I
‖(1− ei)a∗a(1− ei)‖

≤ inf
i∈I
‖a∗a(1− ei)‖

= ‖a∗a+ J‖.

By parts (a), (b) and (c), A/J is a C*-algebra.

The next theorem we require is a generalisation of Lemma 3.2.3.

Theorem 6.1.4. Let A and B be unital C*-algebras. Let Φ : A→ B be a
unital *-homomorphism. Then, Φ is a contraction and Φ(A) is a closed
unital C*-subalgebra of B. Moreover, if Φ is injective then Φ is isometric.

Proof. Assume that A and B are unital C*-algebras. Let 1A ∈ A be the
unit in A and 1B be the unit in B. Assume that Φ : A→ B is a unital
*-homomorphism. Assume that a ∈ A.

To show: (a) σ(Φ(a)) ⊆ σ(a).

(a) Assume that λ ∈ ρ(a) so that λ1A − a ∈ A is invertible. By applying Φ
to the equality (λ1A − a)(λ1A − a)−1 = 1A, we find that

(λ1B − Φ(a))(λ1B − Φ(a))−1 = Φ(1A) = 1B.

Similarly, (λ1B − Φ(a))−1(λ1B − Φ(a)) = 1B. So, λ ∈ ρ(Φ(a)) and
ρ(a) ⊆ ρ(Φ(a)). By taking complements, we find that σ(Φ(a)) ⊆ σ(a).

Now suppose that a ∈ A is self-adjoint. Then,

‖Φ(a)‖ = |σ(Φ(a))| ≤ |σ(a)| = ‖a‖.

Now take an arbitrary element b ∈ A. Then, b∗b ∈ A is self-adjoint. So,
‖Φ(b∗b)‖ ≤ ‖b∗b‖. Since Φ is a unital *-homomorphism, we deduce that
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‖Φ(b)‖2 = ‖Φ(b)∗Φ(b)‖ = ‖Φ(b∗b)‖ ≤ ‖b∗b‖ = ‖b‖2.

Hence, we have proved that if b ∈ A then ‖Φ(b)‖ ≤ ‖b‖. So, Φ is a
contraction.

Now assume that Φ is injective. To show that Φ is an isometry, we can
recycle the argument we used to show that Φ is a contraction. It suffices to
prove that if a ∈ A is self-adjoint then σ(Φ(a)) = σ(a).

To show: (b) If a ∈ A is self-adjoint then σ(a) ⊆ σ(Φ(a)).

(b) We already know that σ(Φ(a)) ⊆ σ(a). Suppose for the sake of
contradiction that σ(Φ(a)) 6= σ(a). Then, there exists f ∈ Cts(σ(a),C)
such that f 6= 0, but f = 0 on σ(Φ(a)). We know that Φ(f(a)) = f(Φ(a))
because this holds for polynomials and Φ is continuous (since it is a
contraction).

However, since f = 0 on σ(Φ(a)), f(a) ∈ ker Φ. Since Φ is injective,
f(a) = 0 and f = 0 on σ(a), which contradicts the assumption that f 6= 0
on σ(a). Therefore, σ(Φ(a)) = σ(a).

By combining part (b) with the previous argument, we deduce that if Φ is
injective then Φ is an isometry as required.

Finally, we return to the case where Φ may not be injective. We already
know that the image Φ(A) is a unital C*-subalgebra of B because Φ is a
unital *-homomorphism.

To show: (c) Φ(A) is a closed subset of B.

(c) The idea is to factorise Φ through the quotient C*-algebra A/ ker Φ.
There exists a unique unital *-homomorphism such that the following
diagram commutes:

A A/ ker Φ

B

π

Φ
Φ̃

The key here is that Φ̃ is an injective unital *-homomorphism from A/ ker Φ
to B. By part (b), Φ̃ is an isometry. Since the image of an isometry is
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closed,

Φ(A) = Φ̃(A/ ker Φ)

is a closed subset of B. This completes the proof.

An important consequence of Theorem 6.1.4 is that the norm of a
C*-algebra must be unique.

Theorem 6.1.5. Let A be a unital C*-algebra and ‖−‖1, ‖−‖2 be two
norms on A. If a ∈ A then ‖a‖1 = ‖a‖2.

Proof. Assume that A is a unital C*-algebra and ‖−‖1, ‖−‖2 be two norms
on A. Let id : A→ A be the identity map from (A, ‖−‖1) to (A, ‖−‖2).
Then, id is injective and by Theorem 6.1.4, id is an isometry. Therefore, if
a ∈ A then

‖a‖2 = ‖id(a)‖2 = ‖a‖1.

For the purposes of the sections which follow in this chapter, we are
particularly interested the unital C*-algebra Cts(X,C), where X is a
compact, Hausdorff topological space. Let J be a closed ideal in Cts(X,C)
and define

Y = {x ∈ X | f(x) = 0 for f ∈ J}.

Note the eerie resemblance to the definition of an affine variety. By writing

Y =
⋂
f∈J

f−1({0}),

we find that Y is a closed subset of X. Next, we claim that X\Y is a LCH
(locally compact Hausdorff) topological space. Let us first recall the
definition of a LCH space.

Definition 6.1.2. Let (X, τ) be a topological space. We say that X is a
locally compact Hausdorff space if X is Hausdorff and if x ∈ X then
there exists a compact set K ⊆ X such that x ∈ K.

To see that X\Y is a LCH space, note that X\Y is a (topological)
subspace of X and is hence, Hausdorff. Assume that x0 ∈ X\Y . Since X is
compact and Hausdorff, X must be a normal topological space.
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Now we can apply Urysohn’s lemma to the disjoint closed sets Y and {x0}.
There exists a continuous function f : [0, 1]→ X such that f |Y = 0 and
f(x0) = 1. Now if N is a compact neighbourhood of x0 in X then the set

N ∩ {x ∈ X | f(x) ≥ 1

2
}

qualifies as a compact neighbourhood of x0 in X\Y . Therefore, X\Y is a
LCH space. This leads us to our next definition.

Definition 6.1.3. Let X be a compact Hausdorff space and J be a closed
ideal of Cts(X,C). Let

Y = {x ∈ X | f(x) = 0 for f ∈ J}.

Define C0(X\Y ) to be the algebra

C0(X\Y ) = {f ∈ Cts(X,C) | f(y) = 0 for y ∈ Y }.

Inheriting the norm from the C*-algebra Cts(X,C), we find that C0(X\Y )
is itself a C*-algebra. Note that C0(X\Y ) is not a unital C*-algebra.

Theorem 6.1.6. Let X be a compact Hausdorff space and J be a closed
ideal of Cts(X,C). Let

Y = {x ∈ X | f(x) = 0 for f ∈ J}.

Then, C0(X\Y ) = J .

Proof. Assume that X is a compact Hausdorff space and J is a closed ideal
of Cts(X,C). Assume that Y is the set defined as above.

By definition of C0(X\Y ), we have J ⊆ C0(X\Y ).

To prove the reverse inclusion, we will invoke the Stone-Weierstrass
theorem for LCH spaces. The key fact which allows this is that C0(X\Y ) is
isomorphic to the algebra of continuous functions from X\Y to C which
vanish at infinity. A function f ∈ Cts(X\Y,C) vanishes at infinity if for
δ ∈ R>0, the set

{x ∈ X\Y | |f(x)| ≥ δ}

is a compact subset of X\Y .
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Since J ⊆ C0(X\Y ) is a closed ideal, it is a non-unital subalgebra of
C0(X\Y ).

To show: (a) If x ∈ X\Y then there exists f ∈ J such that f(x) 6= 0.

(b) If x1, x2 ∈ X\Y such that x1 6= x2 then there exists f ∈ J such that
f(x1) 6= f(x2).

(a) Suppose for the sake of contradiction that there exists x ∈ X\Y such
that if f ∈ J then f(x) = 0. By definition of Y , this means that x ∈ Y ,
which contradicts the assumption that x ∈ X\Y . So, there exists f ∈ J
such that f(x) = 0.

(b) Assume that x1, x2 ∈ X\Y such that x1 6= x2. By part (a), there exists
f̃ ∈ J such that f̃(x1) 6= 0. By applying Urysohn’s lemma to the sets {x1}
and {x2}, we construct a continuous function g ∈ Cts(X,C) such that
g(x1) = 1 and g(x2) = 0. Now define f = f̃ g. Since J is an ideal of
Cts(X,C), f ∈ J . Also, f(x1) 6= 0 and f(x2) = 0. So, f(x1) 6= f(x2).

From parts (a) and (b), we can safely apply the Stone-Weierstrass theorem
to the closed subalgebra J , in order to deduce that J = J = C0(X\Y ).

Finally, it turns out that the quotient space Cts(X,C)/J has a neat
characterisation.

Theorem 6.1.7. Let X be a compact Hausdorff topological space and Y be
a closed subset of X. Let J = C0(X\Y ) be the algebra of continuous
functions on X which vanish on Y . Define the map

β : Cts(X,C)/J 7→ Cts(Y,C)
f + J 7→ f |Y

Then, β is a *-isomorphism.

Proof. Assume that β is the map defined as above.

To show: (a) β is a well-defined unital *-homomorphism.

(a) Let π : Cts(X,C)→ Cts(X,C)/J be the canonical projection map and
R : Cts(X,C)→ Cts(Y,C) be the map which sends f ∈ Cts(X,C) to its
restriction f |Y ∈ Cts(Y,C). Notice that if g ∈ J = C0(X\Y ) then
R(g) = 0. By the universal property of the quotient, there exists a unique
unital *-homomorphism β such that the following diagram commutes:
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Cts(X,C) Cts(X,C)/J

Cts(Y,C)

π

R
β

This construction demonstrates that β is indeed a well-defined unital
*-homomorphism.

To show: (b) β is injective.

(c) β is surjective.

(b) Observe that

kerR = {f ∈ Cts(X,C) | f(y) = 0 for y ∈ Y } = J.

Hence, ker β = J + J = {0} and so, β is injective.

(c) Assume that h ∈ Cts(Y,C). Observe that Y is a closed subset of the
normal topological space X. By Tietze’s extension theorem, there exists a
continuous function F ∈ Cts(X,C) such that R(F ) = F |Y = f . So,
β(F + J) = F |Y = f and consequently, β is surjective.

By combining parts (a), (b) and (c), we deduce that β is a *-isomorphism.
Note that by Theorem 6.1.4, β is also an isometry.

6.2 Holomorphic functional calculus for

commuting operators

Let H be a Hilbert space and a1, . . . , an ∈ B(H) be pairwise commuting
operators. Define

n∏
i=1

σ(ai) = σ(a1)× σ(a2)× · · · × σ(an) ⊆ Cn.

As a topological space,
∏n

i=1 σ(ai) is a compact Hausdorff space. Let
Hol(

∏n
i=1 σ(ai),C) be the algebra of functions which are holomorphic on a

neighbourhood of
∏n

i=1 σ(ai). Now define for f ∈ Hol(
∏n

i=1 σ(ai),C)
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f(a1, . . . , an) = (
1

2πi
)n
∮

Γn

· · ·
∮

Γ1

f(λ1, . . . , λn)(λ1I−a1)−1 . . . (λnI−a1)−1 dλ1 . . . dλn.

(6.1)
Here, Γ1, . . . ,Γn are positively oriented curves in C such that if
i ∈ {1, 2, . . . , n} then Γi surrounds σ(ai) and

∏n
i=1 σ(ai) is contained in the

domain of holomorphy of f . As in the one variable case, the value of the
integral does not depend on the choice of curves Γ1, . . . ,Γn.

The generalisation of Theorem 3.4.2 we will study here is

Theorem 6.2.1. Let H be a Hilbert space and a1, . . . , an ∈ B(H) be
commuting self-adjoint operators. Define the map

ΛH,multi : Hol(
∏n

i=1 σ(ai),C) → B(H)
f 7→ f(a1, . . . , an)

where f(a1, . . . , an) ∈ B(H) is given by equation (6.1). Then, ΛH,multi is a
unital *-homomorphism.

Proof. By the linearity of the Bochner integral, we know that ΛH,multi is a
linear map.

Next, let k ∈ {1, 2, . . . , n} and N ∈ Z≥0. Let f ∈ Hol(
∏n

i=1 σ(ai),C).

To show: (a) If f(λ1, . . . , λn) = λNk then f(a1, . . . , an) = aNk (recall that
f(a1, . . . , an) = ΛH,multi(f)).

(a) Choose the positively oriented curves Γ1, . . . ,Γn so that if
i ∈ {1, 2, . . . , n}, the curve Γi lies in the set

{z ∈ C | |z| > ‖ai‖} ⊆ ρ(ai).

By a direct computation and Cauchy’s theorem, we have
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(
1

2πi
)n
∮

Γn

· · ·
∮

Γ1

λNk (λ1I − a1)−1 . . . (λnI − an)−1 dλ1 . . . dλn

= (
1

2πi
)n
∮

Γn

· · ·
∮

Γ1

λNk

( ∞∑
i=0

λ−i−1
1 ai1

)
. . .
( ∞∑
i=0

λ−i−1
n ain

)
dλ1 . . . dλn

=
∏
j 6=k

( ∞∑
i=0

1

2πi

∮
Γj

λ−i−1
j aij dλj

)
·
( ∞∑
i=0

1

2πi

∮
Γk

λN−i−1
k aik dλj

)
=
(∏
j 6=k

1
)
aNk = aNk .

Note that this computation proceeds analogously to the one in Theorem
3.4.2.

To show: (b) If f, g ∈ Hol(
∏n

i=1 σ(ai),C) then
f(a1, . . . , an)g(a1, . . . , an) = (fg)(a1, . . . , an).

(b) We claim that if i, j ∈ {1, 2, . . . , n} then the resolvents (λiI − ai)−1 and
(λjI − aj)−1 commute. To see why this is case, note that λiI − ai and
λjI − aj commute. So, (λiI − ai)−1(λjI − aj)−1 and
(λjI − aj)−1(λiI − ai)−1 are both inverses to (λiI − ai)(λjI − aj). Hence,
the resolvents (λiI − ai)−1 and (λjI − aj)−1 commute.

Let Γ1, . . . ,Γn,Γ
′
1, . . . ,Γ

′
n be positively oriented curves such that if

i ∈ {1, 2, . . . , n} then Γi and Γ′i surround the set σ(ai). Moreover, the sets

n∏
i=1

Γi = {(b1, . . . , bn) ∈ Cn | bi ∈ Γi}

and
∏n

i=1 Γ′i lie in the intersection of the domains of holomorphy of f and g.
We also want the curve Γ′i to lie outside of Γi. By Lemma 3.4.1,
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f(a1, . . . , an)g(a1, . . . , an)

=
(

(
1

2πi
)n
∮

Γn

· · ·
∮

Γ1

f(λ1, . . . , λn)
n∏
i=1

(λiI − ai)−1 dλ1 . . . dλn

)
·
(

(
1

2πi
)n
∮

Γ′n

· · ·
∮

Γ′1

g(µ1, . . . , µn)
n∏
i=1

(µiI − ai)−1 dµ1 . . . dµn

)
= (

1

2πi
)2n

∮
Γn

· · ·
∮

Γ1

∮
Γ′n

· · ·
∮

Γ′1

f(λ1, . . . , λn)g(µ1, . . . , µn)

n∏
i=1

(
(λiI − ai)−1(µiI − ai)−1

)
dλ1 . . . dλndµ1 . . . dµn

= (
1

2πi
)2n

∮
Γn

· · ·
∮

Γ1

∮
Γ′n

· · ·
∮

Γ′1

f(λ1, . . . , λn)g(µ1, . . . , µn)

n∏
i=1

( 1

µi − λi
((λiI − ai)−1 − (µiI − ai)−1)

)
dλ1 . . . dλndµ1 . . . dµn.

The idea is that if we expand the quantity( 1

µi − λi
((λiI − ai)−1 − (µiI − ai)−1)

)
then we obtain a linear combination of terms which are a product of some
(λiI − ai)−1 and some (µI − ai)−1. Fortunately, we chose the curves
Γ1, . . . ,Γ

′
n so that the integral of any term with at least one (µiI − ai)−1 is

equal to zero.

For instance, let n = 3 and consider the integral of one particular term in
the expansion∮

Γ3

· · ·
∮

Γ′1

f(λ1, λ2, λ3)g(µ1, µ2, µ3)

1

µ1 − λ1

1

µ2 − λ2

1

µ3 − λ3

(µ1I − a1)−1(λ2I − a2)−1(λ3I − a3)−1 dλ1 . . . dµ3

=

∮
Γ3

· · ·
∮

Γ′1

(∮
Γ1

f(λ1, λ2, λ3)

µ1 − λ1

dλ1

)
1

µ2 − λ2

1

µ3 − λ3

g(µ1, µ2, µ3)(µ1I − a1)−1(λ2I − a2)−1(λ3I − a3)−1 dλ2 . . . dµ3.

Observe that the map λ 7→ f(λ1,λ2,λ3)
µ1−λ1 is holomorphic in a contractible region

containing the curve Γ1. Note that λ1 6= µ1 because the curve Γ′1 lies
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outside Γ1. Therefore, the above integral is zero.

Returning to our expression for f(a1, . . . , an)g(a1, . . . , an), we can eliminate
all terms which contain at least one (µiI − ai)−1. Therefore,

f(a1, . . . , an)g(a1, . . . , an)

= (
1

2πi
)2n

∮
Γn

· · ·
∮

Γ1

∮
Γ′n

· · ·
∮

Γ′1

f(λ1, . . . , λn)g(µ1, . . . , µn)

n∏
i=1

( 1

µi − λi
((λiI − ai)−1 − (µiI − ai)−1)

)
dλ1 . . . dλndµ1 . . . dµn

= (
1

2πi
)2n

∮
Γn

· · ·
∮

Γ1

∮
Γ′n

· · ·
∮

Γ′1

f(λ1, . . . , λn)g(µ1, . . . , µn)

n∏
i=1

1

µi − λi

n∏
j=1

(λjI − aj)−1 dλ1 . . . dµn

= (
1

2πi
)n
∮

Γn

· · ·
∮

Γ1

f(λ1, . . . , λn)
(

(
1

2πi
)n
∮

Γ′n

· · ·
∮

Γ′1

g(µ1, . . . , µn)∏n
i=1(µi − λi)

dµ1 . . . dµn

)
n∏
j=1

(λjI − aj)−1 dλ1 . . . dλn

= (
1

2πi
)n
∮

Γn

· · ·
∮

Γ1

f(λ1, . . . , λn)g(λ1, . . . , λn)
n∏
j=1

(λjI − aj)−1 dλ1 . . . dλn

= (fg)(a1, . . . , an).

In the second last equality, we used the multi-dimensional version of
Cauchy’s integral formula to obtain the factor g(λ1, . . . , λn).

Part (b) in tandem with linearity of ΛH,multi reveals that ΛH,multi is a
*-homomorphism. Part (a) tells us that ΛH,multi is unital. This completes
the proof.

In the scenario of Theorem 6.2.1, a weaker version of the spectral mapping
theorem applies.

Theorem 6.2.2. Let H be a Hilbert space and a1, . . . , an ∈ B(H) be
pairwise commuting operators. Let P be a polynomial in the polynomial
ring C[x1, . . . , xn]. Then,

σ(P (a1, . . . , an)) ⊂ P (
n∏
i=1

σ(ai)) = {P (λ1, . . . , λn) | λi ∈ σ(ai)}.
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Proof. Assume that H is a Hilbert space and a1, . . . , an ∈ B(H) are
pairwise commuting operators. Assume that P (x1, . . . , xn) ∈ C[x1, . . . , xn].

To show: (a) If µ 6∈ P (
∏n

i=1 σ(ai)) then µ 6∈ σ(P (a1, . . . , an)).

(a) Assume that µ 6∈ P (
∏n

i=1 σ(ai)). Then, the function

f :
∏n

i=1 σ(ai) → C
(z1, . . . , zn) 7→ 1

µ−P (z1,...,zn)

is an element of the algebra Hol(
∏n

i=1 σ(ai),C). Also, the map
g : (z1, . . . , zn) 7→ µ− P (z1, . . . , zn) is an element of Hol(

∏n
i=1 σ(ai),C). By

Theorem 6.2.1, we can use the fact that ΛH,multi is a unital
*-homomorphism to deduce that

ΛH,multi(f)ΛH,multi(g) = ΛH,multi(fg) = ΛH,multi(1) = I.

By the same argument, we also have ΛH,multi(g)ΛH,multi(f) = I. Since
ΛH,multi(f) = f(a1, . . . , an) and ΛH,multi(g) = µ− P (a1, . . . , an),
µ ∈ ρ(P (a1, . . . , an)). Therefore, σ(P (a1, . . . , an)) ⊂ P (

∏n
i=1 σ(ai)).

6.3 Continuous functional calculus for

commuting self-adjoint operators

Theorem 6.2.2 plays a key role in establishing the continuous functional
calculus for pairwise commuting self-adjoint operators.

Theorem 6.3.1. Let H be a Hilbert space and a1, . . . , an ∈ B(H) be
pairwise commuting self-adjoint operators. Then, there exists a unique
unital *-homomorphism

Λmulti : Cts(
∏n

i=1 σ(ai),C) → B(H)
f 7→ f(a1, . . . , an)

such that if πj :
∏n

i=1 σ(ai)→ σ(aj) is the projection operator onto the jth

component then

πj(a1, . . . , an) = aj

for j ∈ {1, 2, . . . , n}.
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Proof. Assume that H is a Hilbert space and a1, . . . , an ∈ B(H) be pairwise
commuting self-adjoint operators. Define the map

Λpoly : Poly(
∏n

i=1 σ(ai),C) → B(H)∑
i1,...,in

αi1,...,inx
i1
1 . . . x

in
n 7→

∑
i1,...,in

αi1,...,ina
i1
1 . . . a

in
n .

Let P (x1, . . . , xn) =
∑

i1,...,in
αi1,...,inx

i1
1 . . . x

in
n be a polynomial function so

that ΛPoly(P (x1, . . . , xn)) = P (a1, . . . , an). Since a1, . . . , an are commuting
self-adjoint operators, P (a1, . . . , an) is a normal operator.

So, we can use Theorem 6.2.2 to obtain

‖P (a1, . . . , an)‖ = |σ(P (a1, . . . , an))|
≤ sup{|P (λ1, . . . , λn)| | λi ∈ σ(ai)} = ‖P‖∞

The first equality follows from the fact that P (a1, . . . , an) ∈ B(H) is a
normal operator. The second inequality uses Theorem 6.2.2.

It is easy to check that ΛPoly is a unital *-homomorphism. For
j ∈ {1, 2, . . . , n}, the projection map πj ∈ Poly(

∏n
i=1 σ(ai),C) satisfies

ΛPoly(πj) = aj.

By the Stone-Weierstrass theorem and the estimate
‖P (a1, . . . , an)‖ ≤ ‖P‖∞, we find that ΛPoly uniquely extends to a unital
*-homomorphism Λmulti : Cts(

∏n
i=1 σ(ai),C)→ B(H) which satisfies

Λmulti|Poly(
∏n
i=1 σ(ai),C) = ΛPoly. This completes the proof.

There is one significant difference between Theorem 2.2.1 and Theorem
6.3.1. The *-isomorphism Λ in Theorem 2.2.1 is an isometry, whereas in
Theorem 6.3.1, Λmulti is merely a contraction mapping. The natural
question which stems from this observation is: can we modify the statement
of Theorem 6.3.1 so that we obtain an isometry from a subset of
Cts(

∏n
i=1 σ(ai),C) to B(H)?

The answer to this question is yes and this is where our preliminary results
on C*-algebras come into play. Let X =

∏n
i=1 σ(ai). Then, X is a compact

Hausdorff topological space. Define

J = {f ∈ Cts(X,C) | f(a1, . . . , an) = 0}.
It is easy to check that J is an ideal in Cts(X,C). By Theorem 6.1.6 and
Theorem 6.1.7, if

168



Y = {x ∈ X | f(x) = 0 for f ∈ J}

then C0(X\Y ) = J and Cts(Y,C) ∼= Cts(X,C)/J as Banach *-algebras.

In the scenario of Theorem 6.3.1, ker Λmulti = J . So, the unital
*-homomorphism Λmulti factorises through the quotient Cts(X,C)/J .

By Theorem 6.1.7, we obtain a isometric unital *-homomorphism

ΛC,multi : Cts(X,C)/J ∼= Cts(Y,C) → B(H)
f + J 7→ f(a1, . . . , an)

Definition 6.3.1. Let H be a Hilbert space and a1, . . . , an be pairwise
commuting self-adjoint operators. The isometric unital *-homomorphism
ΛC,multi : Cts(Y,C)→ B(H) is called the continuous functional
calculus for the operators a1, . . . , an.

The set

Y = {x ∈ X | f(x) = 0 for f ∈ J = ker Λmulti}

is called the joint spectrum of the operators a1, . . . , an and is denoted by
the symbol σ(a1, a2, . . . , an).

By the definition of the joint spectrum, a point
(µ1, . . . , µn) ∈ X\σ(a1, . . . , an) if and only if there exists a function
f ∈ Cts(X,C) such that f(µ1, . . . , µn) 6= 0, but f(a1, . . . , an) = 0.

6.4 Functional calculi for normal operators

In this section, we will use the continuous functional calculus in Definition
6.3.1 to extend the continuous functional calculus in Theorem 2.2.1 to
normal operators.

Let x ∈ B(H) and define Re(x) = 1
2
(x+ x∗) and Im(x) = 1

2i
(x− x∗). Then,

Re(x) and Im(x) are self-adjoint operators and x = Re(x) + iIm(x).

Lemma 6.4.1. Let H be a Hilbert space and x ∈ B(H). The operator x is
a normal operator if and only if Re(x) and Im(x) commute with each other.

Proof. Assume that H is a Hilbert space and x ∈ B(H).
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To show: (a) If x is a normal operator then Re(x) and Im(x) commute
with each other.

(b) If Re(x) and Im(x) commute with each other then x is a normal
operator.

(a) Assume that x is a normal operator. Then,

Re(x)Im(x) =
1

2
(x+ x∗)

1

2i
(x− x∗)

=
1

2
· 1

2i
(x+ x∗)(x− x∗)

=
1

2
· 1

2i
(x2 − xx∗ + x∗x− (x∗)2)

=
1

2
· 1

2i
(x2 − x∗x+ xx∗ − (x∗)2)

=
1

2
· 1

2i
(x2 + xx∗ − x∗x− (x∗)2)

=
1

2
· 1

2i
(x− x∗)(x+ x∗) = Im(x)Re(x).

So, Re(x) and Im(x) commute with each other.

(b) Assume that Re(x) and Im(x) commute with each other. Then,
Re(x)Im(x) = Im(x)Re(x) and expanding both sides, we find that

1

2
· 1

2i
(x2 − xx∗ + x∗x− (x∗)2) =

1

2
· 1

2i
(x2 − x∗x+ xx∗ − (x∗)2).

So, x∗x− xx∗ = xx∗ − x∗x and by rearranging, we have x∗x = xx∗. So, x is
normal.

The key step to extending the continuous functional calculus in Theorem
2.2.1 to normal operators is to link a normal operator x ∈ B(H) to the
joint spectrum σ(Re(x), Im(x)).

Theorem 6.4.2. Let H be a Hilbert space and x ∈ B(H) be a normal
operator. Then,

σ(x) = {a+ ib | (a, b) ∈ σ(Re(x), Im(x))}.

Proof. Assume that H is a Hilbert space and x ∈ B(H) is a normal
operator.
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To show: (a) σ(x) ⊆ {a+ ib | (a, b) ∈ σ(Re(x), Im(x))}.

(b) {a+ ib | (a, b) ∈ σ(Re(x), Im(x))} ⊆ σ(x).

(a) We will prove the contrapositive of this statement. Assume that
(c, d) 6∈ σ(Re(x), Im(x)). Then, the function

f : σ(Re(x), Im(x)) → C
(a, b) 7→ 1

(c+id)−(a+ib)

is an element of Cts(σ(Re(x), Im(x)),C). By the continuous functional
calculus in Definition 6.3.1, we find that f(Re(x), Im(x)) is the inverse of
the operator (c+ di)I − (Re(x) + iIm(x)) = (c+ di)I − x. Therefore,
c+ di ∈ ρ(x) and σ(x) ⊆ {a+ ib | (a, b) ∈ σ(Re(x), Im(x))}.

(b) We will also prove the contrapositive statement. Assume that λ ∈ ρ(x)
and define r = Re(λ) and s = Im(λ). Suppose for the sake of contradiction
that (r, s) ∈ σ(Re(x), Im(x)).

Assume that ε ∈ R>0. Let f ∈ Cts(σ(Re(x), Im(x)),C) be such that
‖f‖∞ ≤ 1, f(r, s) = 1 and the support of f is contained in the set

{(p, q) ∈ C2 | (p− r)2 + (q − s)2 ≤ ε2}.
Write

f(Re(x), Im(x)) = f(Re(x), Im(x))
(
(r + is)I − x

)(
(r + is)I − x

)−1

so that

‖f(Re(x), Im(x))‖ ≤ ‖f(Re(x), Im(x))
(
(r + is)I − x

)
‖‖
(
(r + is)I − x

)−1‖.

Now, observe that

(r + is)I − x = (r + is)I − (Re(x) + iIm(x)) = g(Re(x), Im(x))

where g(p, q) = (r + is)− (p+ iq). Using the continuous functional calculus
in Definition 6.3.1, we find that

‖f(Re(x), Im(x))
(
(r + is)I − x

)
‖ = ‖f(Re(x), Im(x))g(Re(x), Im(x))‖

= ‖(fg)(Re(x), Im(x))‖
≤ ‖fg‖∞ ≤ ‖f‖∞‖g‖∞ ≤ ε.
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The final inequality follows from the fact if (p, q) ∈ supp(f) then
|g(p, q)| ≤ ε. So,

‖f(Re(x), Im(x))‖ ≤ ε‖
(
(r + is)I − x

)−1‖.

Since f(r, s) = 1, ‖f(Re(x), Im(x))‖ ≥ 1. However, ε ∈ R>0 is arbitrary.
So, ‖f(Re(x), Im(x))‖ is arbitrarily small, which contradicts the fact that
‖f(Re(x), Im(x))‖ ≥ 1. So, (r, s) 6∈ σ(Re(x), Im(x)) and
{a+ ib | (a, b) ∈ σ(Re(x), Im(x))} ⊆ σ(x).

We will now use Theorem 6.4.2 to extend the continuous functional calculus
to normal operators.

Theorem 6.4.3. Let H be a Hilbert space and x ∈ B(H) be a normal
operator. Then, there exists a unique unital *-homomorphism

ΛN : Cts(σ(x),C) → B(H)
f 7→ f(x)

such that if f(λ) = λ for λ ∈ σ(x) then f(x) = x. Moreover, f 7→ f(x) is
an isometric *-isomorphism from Cts(σ(x),C) onto C∗(x, I) — the
C*-algebra generated by x and the identity operator I.

Proof. Assume that H is a Hilbert space and x ∈ B(H) be a normal
operator. By Theorem 6.4.2,

σ(x) = {a+ ib | (a, b) ∈ σ(Re(x), Im(x))}.

To show: (a) Cts(σ(x),C) ∼= Cts(σ(Re(x), Im(x)),C) as C*-algebras.

(a) Assume that f ∈ Cts(σ(x),C). Define

f̂ : σ(Re(x), Im(x)) → C
(u, v) 7→ f(u+ iv)

This function is well-defined because

σ(x) = {a+ ib | (a, b) ∈ σ(Re(x), Im(x))}.

Now define the map

Φ : Cts(σ(x),C) → Cts(σ(Re(x), Im(x)),C)

f 7→ f̂ .

It is straightforward to check that Φ is a unital *-homomorphism. To see
that Φ is an isometry, we have for f ∈ Cts(σ(x),C)
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‖f‖∞ = sup
λ∈σ(x)

|f(λ)|

= sup
(λ1,λ2)∈σ(Re(x),Im(x))

|f(λ1 + iλ2)|

= sup
(λ1,λ2)∈σ(Re(x),Im(x))

|f̂(λ1, λ2)|

= ‖f̂‖∞ = ‖Φ(f)‖∞.

To see that Φ is invertible, assume that g ∈ Cts(σ(Re(x), Im(x)),C).
Define g′ : σ(x)→ C by g′(u+ iv) = g(u, v). Then, the map g 7→ g′ is the
required inverse for Φ.

So, Φ defines an isometric *-isomorphism between the C*-algebras
Cts(σ(x),C) and Cts(σ(Re(x), Im(x)),C).

Using the isometric *-homomorphism ΛC,multi in Definition 6.3.1, define
ΛN : Cts(σ(x),C)→ B(H) to be the composite

Cts(σ(x),C) Cts(σ(Re(x), Im(x)),C) B(H)Φ ΛC,multi

This is a isometric unital *-homomorphism which sends f ∈ Cts(σ(x),C) to

f̂(Re(x), Im(x)) = f(x). If f = idσ(x) is the identity map on σ(x) then

ΛN(idσ(x)) = îdσ(x)(Re(x), Im(x)) = x by Theorem 6.3.1. So, f(x) = x.

Now, polynomials in Re(x) and Im(x) span a dense subalgebra of
Cts(σ(Re(x), Im(x)),C) ∼= Cts(σ(x),C). By the Stone-Weierstrass
theorem, the condition f(x) = x determines ΛN uniquely.

Finally, the image of ΛN contains all polynomials in x and x∗, which is
dense in the C*-algebra C∗(x, I). Since the image of a *-homomorphism
between C*-algebras is always closed by Theorem 6.1.4, we deduce that
im ΛN = C∗(x, I). Consequently, ΛN is an isometric *-isomorphism
between Cts(σ(x),C) and C∗(x, I).

With the continuous functional calculus for normal operators in Theorem
6.4.3, we are able to extend important theorems pertaining to the
continuous functional calculus for self-adjoint operators to the case of
normal operators. The proofs of such theorems are virtually the same as
their counterparts for self-adjoint operators. We state them below.
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Theorem 6.4.4 (Spectral mapping theorem). Let H be a Hilbert space
over C and x ∈ B(H) be a normal operator. If f ∈ Cts(σ(x),C), then

σ(f(x)) = f(σ(x)) = {f(λ) | λ ∈ σ(x)}.

Theorem 6.4.5 (Composition). Let H be a Hilbert space over C and
x ∈ B(H) be normal. If g ∈ Cts(σ(x),C) then the operator g(x) is normal
and if f ∈ Cts(σ(g(x)),C), then f(g(x)) = (f ◦ g)(x).

Theorem 6.4.6 (Spectral theorem with multiplication operators). Let H
be a Hilbert space over C and x ∈ B(H) be a normal operator. There exists
a semifinite measure space (X,µ), an essentially bounded measurable
real-valued function F ∈ L∞(X,µ) and a unitary operator
u : L2(X,µ)→ H such that

x = uMFu
∗.

Theorem 6.4.7 (Borel functional calculus). Let H be a Hilbert space over
C and x ∈ B(H) be a normal operator. Let Bor(σ(x),C) denote the
C*-algebra of bounded Borel functions on σ(x) (recall that σ(x) is a
compact subset of C). Then, there exists a unique unital *-homomorphism

ΛB,N : Bor(σ(x),C) → B(H)
f 7→ f(x)

such that

1. If for all λ ∈ σ(x), f(λ) = λ then f(x) = x.

2. If {fn}n∈Z>0 is a uniformly bounded sequence in Bor(σ(x),C)
converging pointwise to f : σ(x)→ C then fn(x)→ f(x) as n→∞ in
the strong topology.

3. The restriction ΛB,N |Cts(σ(x),C) = ΛN , where ΛN is the isomorphism in
Theorem 6.4.3.

We emphasise that Theorem 6.4.7 is the Borel functional calculus for
normal operators, which extends Theorem 3.2.4.
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Chapter 7

Unbounded operators

7.1 Graphs of unbounded operators

This chapter serves as an introduction to unbounded operators, which
appear often in fields such as the analysis of PDEs and mathematical
physics. One of the main reasons why unbounded operators are more
difficult to analyse than their bounded counterparts is because there is a
noticeable lack of algebraic structure on unbounded operators. Compare
this to the space of bounded operators B(H) on a Hilbert space H, which is
a C*-algebra by Theorem 1.1.1.

The reference [Sol18] approaches unbounded operators by reducing
questions about unbounded operator to questions about bounded operators.
The main tool to achieve this is the z-transform, which was introduced by
S.L Woronowicz in the more general context of C*-algebras (see [WN92]).
We will follow the exposition of [Sol18] and develop some basic theory about
unbounded operators before setting up the z-transform in the next chapter.

Let H be a Hilbert space. The product space H ×H is a Hilbert space with
inner product

〈(ξ, η), (ψ, φ)〉H×H = 〈ξ, ψ〉H + 〈η, φ〉H .

From here, a linear operator T on the Hilbert space H (which is not
necessarily bounded) will be defined on a vector subspace D(T ) ⊂ H, which
is called the domain of the operator T . So, T is a linear map
T : D(T )→ H.
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Most of the time, we will not assume that D(T ) = H. Instead, we will
assume that the vector subspace D(T ) is dense in H.

Definition 7.1.1. Let H be a Hilbert space and T : D(T )→ H. We say
that T is densely defined if the vector subspace D(T ) is dense in H.

To summarise, the unbounded operators we will primarily work with are
densely defined operators T : D(T )→ H. To understand unbounded
operators, we will lean heavily on its graph.

Definition 7.1.2. Let H be a Hilbert space and T : D(T )→ H be a linear
operator. The graph of the operator T is the subspace

G(T ) = {(ψ, Tψ) | ψ ∈ D(T )} ⊆ H ×H.

We say that T is closed if the subspace G(T ) is closed in H ×H.

As a simple example of the above definition, if x ∈ B(H) (x is bounded)
then D(x) = H and x is a closed linear operator. In this scenario, we recall
the closed graph theorem, which states that if x is a closed linear operator
and D(x) = H then x is bounded.

Here is an explicit characterisation of closed operators.

Lemma 7.1.1. Let H be a Hilbert space and T : D(T )→ H be a linear
operator. Then, T is a closed operator if and only if for any sequence
{ψn}n∈Z>0 of elements in D(T ) satisfying limn→∞ ψn = ψ and
limn→∞ Tψn = φ, ψ ∈ D(T ) and Tψ = φ.

Proof. Assume that H is a Hilbert space and T : D(T )→ H be a linear
operator.

To show: (a) If T is a closed operator then for any sequence {ψn}n∈Z>0 of
elements in D(T ) satisfying limn→∞ ψn = ψ and limn→∞ Tψn = φ,
ψ ∈ D(T ) and Tψ = φ.

(b) If for any sequence {ψn}n∈Z>0 of elements in D(T ) satisfying
limn→∞ ψn = ψ and limn→∞ Tψn = φ, ψ ∈ D(T ) and Tψ = φ then T is
closed.

(a) Assume that T is a closed operator. Assume that {ψn}n∈Z>0 is a
sequence in D(T ) such that limn→∞ ψn = ψ and limn→∞ Tψn = φ. Observe
that
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lim
n→∞

(ψn, Tψn) = (ψ, φ).

Since T is closed, G(T ) is a closed subspace of H ×H. So, (ψ, φ) ∈ G(T )
and consequently, ψ ∈ D(T ) and Tψ = φ.

(b) Assume that {ψn}n∈Z>0 is a sequence in D(T ) such that if
limn→∞ ψn = ψ and limn→∞ Tψn = φ then ψ ∈ D(T ) and Tψ = φ. Suppose
that {(φn, Tφn)}n∈Z>0 is a sequence in G(T ) which converges to (φ, ρ).
Then, limn→∞ φn = φ and limn→∞ Tφn = ρ. By our assumption, this means
that φ ∈ D(T ) and Tφ = ρ. So, (φ, ρ) = (φ, Tφ) ∈ G(T ). Therefore, G(T )
is a closed subspace of H ×H.

As explained in [Sol18, Page 102], Lemma 7.1.1 is our replacement for the
notion of continuity which accompanies bounded operators on a Hilbert
space. The next theorem characterises subspaces of H ×H which are
graphs of linear operators.

Theorem 7.1.2. Let H be a Hilbert space and G ⊆ H ×H be a subspace.
The subspace G is a graph of a linear operator if and only if for
η ∈ H − {0}, (0, η) 6∈ G.

Proof. Assume that H is a Hilbert space and G ⊆ H ×H is a subspace.

To show: (a) If there exists a linear operator T : D(T )→ H such that
G = G(T ) then (0, η) 6∈ G for η ∈ H − {0}.

(b) If for η ∈ H − {0}, (0, η) 6∈ G then there exists a linear operator
T : D(T )→ H such that G = G(T ).

(a) Assume that there exists a linear operator T : D(T )→ H such that
G = G(T ). Suppose for the sake of contradiction that there exists
η ∈ H − {0} such that (0, η) ∈ G. Then, T (0) = η 6= 0. However, this
contradicts the fact that T (0) = 0 (because T is linear). Hence, if
η ∈ H − {0} then (0, η) 6∈ G.

(b) Assume that if η ∈ H − {0} then (0, η) 6∈ G. If (ξ, η1), (ξ, η2) ∈ G then
η1 = η2 because G is a vector subspace. Consequently, G = G(T ), where T
is a map defined on the vector subspace

D(T ) = {ξ ∈ H | There exists η ∈ H such that (ξ, η) ∈ G} ⊆ H
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by Tξ = η. To see that T is linear, assume that ξ1, ξ2 ∈ D(T ) so that there
exists η1, η2 ∈ H such that (ξ1, η1), (ξ2, η2) ∈ G. Since G is a vector
subspace of H ×H, (ξ1 + ξ2, η1 + η2) ∈ G. So,

T (ξ1 + ξ2) = η1 + η2 = T (ξ1) + T (ξ2).

Therefore, T is a linear operator on H such that G = G(T ).

In light of Theorem 7.1.2, we make the following definition.

Definition 7.1.3. Let H be a Hilbert space. Vectors of the form
(0, η) ∈ H ×H are called vertical.

Next, we will define closable operators on a Hilbert space.

Definition 7.1.4. Let H be a Hilbert space and T : D(T )→ H be a linear
operator. We say that the operator T is closable if the closure G(T ) is a
graph of an operator. By Theorem 7.1.2, an operator T is closable if G(T )
does not contain any non-zero vertical vectors.

If T is a closable operator then the operator whose graph is G(T ) is called
the closure of T and is denoted by T .

Definition 7.1.5. Let H be a Hilbert space and T : D(T )→ H and
S : D(S)→ H be linear operators on H. We say that S is an extension of
T (or S contains T ) if G(T ) ⊂ G(S). Equivalently, S is an extension of T if
D(T ) ⊂ D(S) and if ψ ∈ D(T ) then Sψ = Tψ. We write T ≺ S to denote
that S is an extension of T .

In particular, if T is closable then T ≺ T . We have the following
characterisation of a closable operator.

Theorem 7.1.3. Let H be a Hilbert space and T : D(T )→ H is a linear
operator. Then, the operator T is closable if and only if for any sequence
{ψn}n∈Z>0 in D(T ) with limn→∞ ψn = 0 and limn→∞ Tψn = φ, φ = 0.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a linear
operator.

To show: (a) If T is a closable operator then for any sequence {ψn}n∈Z>0 in
D(T ) with limn→∞ ψn = 0 and limn→∞ Tψn = φ, φ = 0.

(b) If for any sequence {ψn}n∈Z>0 in D(T ) with limn→∞ ψn = 0 and
limn→∞ Tψn = φ, φ = 0 then T is a closable operator.
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(a) Assume that T is a closable operator. Then, its closure T : D(T )→ H
has graph G(T ) = G(T ). The closure T is a closed operator because G(T )
is a closed subspace of H ×H. Assume that {ψn}n∈Z>0 is a sequence in
D(T ) such that limn→∞ ψn = 0 and limn→∞ Tψn = φ. Since
(0, φ) = limn→∞(ψn, Tψn), (0, φ) ∈ G(T ). Since G(T ) = G(T ), we can use
Theorem 7.1.2 to deduce that φ = 0.

(b) Assume that if {ψn}n∈Z>0 is a sequence in D(T ) with limn→∞ ψn = 0
and limn→∞ Tψn = φ then φ = 0. By Theorem 7.1.2, it suffices to show
that if η ∈ H − {0} then (0, η) 6∈ G(T ).

Suppose for the sake of contradiction that there exists η ∈ H − {0} such
that (0, η) ∈ G(T ). Then, there exists a sequence {(φn, Tφn)}n∈Z>0 in G(T )
such that limn→∞(φn, Tφn) = (0, η). By our assumption, η = 0 which
contradicts the assumption that η ∈ H − {0}. Therefore, if η ∈ H − {0}
then (0, η) 6∈ G(T ).

The following characterisation of densely defined operators is quite similar
to Theorem 7.1.2.

Theorem 7.1.4. Let H be a Hilbert space and T : D(T )→ H be a linear
operator. Then, T is densely defined if and only if for ξ ∈ H − {0},
(ξ, 0) 6∈ G(T )⊥ ⊆ H ×H.

Proof. Assume that H is a Hilbert space and T : D(T )→ H be a linear
operator.

To show: (a) If T is densely defined then if ξ ∈ H − {0} then
(ξ, 0) 6∈ G(T )⊥.

(b) If for ξ ∈ H − {0}, (ξ, 0) 6∈ G(T )⊥ then T is a densely defined operator.

(a) We will prove the contrapositive. Suppose that there exists γ ∈ H − {0}
such that (γ, 0) ∈ G(T )⊥. If (ξ, η) ∈ G(T ) then

〈γ, ξ〉H = 〈(γ, 0), (ξ, η)〉H×H = 0.

Hence, γ ∈ D(T )⊥ is non-zero. Since D(T )⊥ 6= {0}, Theorem 2.4.5 gives
D(T ) = (D(T )⊥)⊥ 6= H. So, T is not densely defined.

(b) We will also prove the contrapositive. Assume that T is not densely
defined. Then, D(T ) 6= H and consequently, there exists η ∈ H − {0} such
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that η ∈ D(T )⊥. By definition of the inner product on H ×H,
(η, 0) ∈ G(T )⊥.

Definition 7.1.6. Let H be a Hilbert space. Vectors of the form
(η, 0) ∈ H ×H are called horizontal.

If we combine Theorem 7.1.2 and Theorem 7.1.4 we obtain the following
theorem.

Theorem 7.1.5. Let H be a Hilbert space and G be a subspace of H ×H.
Then, G is the graph of a closed, densely defined operator if and only if G
is a closed subspace, does not contain non-zero vertical vectors and G⊥ does
not contain non-zero horizontal vectors.

Now observe that if T is a closed operator then the graph G(T ) ⊆ H ×H is
a closed subspace and is thus, a Hilbert space. Moreover, the map

(id, T ) : D(T ) → G(T )
ψ 7→ (ψ, Tψ)

is bijective. Thus, we can define an inner product on D(T ) by

〈ψ, φ〉D(T ) = 〈(ψ, Tψ), (φ, Tφ)〉H×H .

This results in the norm

‖ψ‖2
D(T ) = ‖ψ‖2

H + ‖Tψ‖2
H .

The above norm is called the graph norm. Since (id, T ) is a bijection,
D(T ) with the graph norm is a Hilbert space. Note that the graph norm
can be defined for any linear operator, not just a closed operator.

Theorem 7.1.6. Let H be a Hilbert space and T : D(T )→ H be a linear
operator. Then, T is closed if and only if the vector subspace D(T ) ⊆ H is
complete with respect to the graph norm.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a linear
operator.

To show: (a) If T is closed then D(T ) is complete with respect to the graph
norm.

(b) If the vector subspace D(T ) is complete with respect to the graph norm
then T is closed.
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(a) Assume that T is closed. Then, the subspace G(T ) ⊆ H ×H is closed.
Assume that {ψn}n∈Z>0 is a Cauchy sequence with respect to the graph
norm on D(T ). Assume that ε ∈ R>0. Then, there exists N ∈ Z>0 such
that if m,n > N then

‖ψm − ψn‖D(T ) < ε.

Squaring both sides, we have

‖ψm − ψn‖2
D(T ) = ‖ψm − ψn‖2

H + ‖Tψm − Tψn‖2
H < ε2.

But this means that

‖(ψm − ψn, Tψm − Tψn)‖2
H×H < ε2

So, the sequence {(ψn, Tψn)}n∈Z>0 in G(T ) is a Cauchy sequence. Since
G(T ) is a Hilbert space, the sequence {(ψn, Tψn)}n∈Z>0 must converge to
some (ψ, Tψ) ∈ G(T ). Therefore, {ψn}n∈Z>0 converges to ψ ∈ D(T ) with
respect to the graph norm. Hence, D(T ) is complete.

(b) Assume that the vector subspace D(T ) ⊆ H is complete with respect to
the graph norm. We want to show that the vector subspace G(T ) ⊆ H ×H
is closed. Suppose that {(φn, Tφn)}n∈Z>0 is a sequence in G(T ) which
converges to (φ, χ) ∈ H ×H. Then, {(φn, Tφn)}n∈Z>0 is a Cauchy sequence.

Assume that ε ∈ R>0. Then, there exists N ∈ Z>0 such that if m,n > N
then

‖(φn − φm, Tφn − Tφm)‖H×H < ε.

Squaring both sides, we deduce that

‖φn − φm‖2
H + ‖Tφn − Tφm‖2

H < ε2

So, ‖φn − φm‖D(T ) < ε, which means that the sequence {φn}n∈Z>0 is Cauchy
with respect to the graph norm on D(T ). Since D(T ) is complete with
respect to the graph norm, there exists ρ ∈ D(T ) such that

lim
n→∞
‖φn − ρ‖D(T ) = 0.

So, there exists M ∈ Z>0 such that if n > M then

‖φn − ρ‖2
D(T ) = ‖φn − ρ‖2

H + ‖Tφn − Tρ‖2
H <

ε2

4
.
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So, ‖φn − ρ‖H < ε/2 and ‖Tφn − Tρ‖H < ε/2. We want to show that φ = ρ
and χ = Tρ. Since {(φn, Tφn)}n∈Z>0 converges to (φ, χ), there exists
M ′ ∈ Z>0 such that if n > M ′ then

‖(φn, Tφn)− (φ, χ)‖2
H×H = ‖φn − φ‖2

H + ‖Tφn − χ‖2
H <

ε2

4
.

So, ‖φn − φ‖H < ε/2 and ‖Tφn − χ‖H < ε/2. If L = max(M,M ′) and
n > L then

‖φ− ρ‖H ≤ ‖φ− φn‖H + ‖φn − ρ‖H < ε

and

‖χ− Tρ‖H ≤ ‖χ− Tφn‖H + ‖Tφn − Tρ‖H < ε.

Since ε ∈ R>0 was arbitrary, we deduce that φ = ρ and χ = Tρ. Therefore,
(φ, χ) = (ρ, Tρ) ∈ G(T ) and consequently, G(T ) is a closed subspace of
H ×H. So, T is a closed operator.

7.2 The adjoint of an unbounded operator

Fundamental to our treatment of B(H) is the adjoint, which acts as the
involution map on the C*-algebra B(H). We want to generalise this and
define the adjoint of an unbounded operator.

Let T be a densely defined operator on H. Define the subspace G of H ×H
by

G = {(ξ, η) ∈ H ×H | If ψ ∈ D(T ) then 〈ξ, Tψ〉 = 〈η, ψ〉}. (7.1)

We claim that G is a graph of an operator on H. To see why this is the
case, we will use Theorem 7.1.2. Assume that (0, η) ∈ G. If ψ ∈ D(T ) then
〈0, Tψ〉 = 〈η, ψ〉 = 0. Therefore, η ∈ D(T )⊥. But since T is densely defined,
D(T ) = (D(T )⊥)⊥ = H. Consequently, D(T )⊥ = {0} and η = 0.

By Theorem 7.1.2, there exists a linear operator T ∗ : D(T ∗)→ H such that
G(T ∗) = G. The operator T ∗ is called the adjoint of T . By definition of G
in equation (7.1), the domain D(T ∗) consists of vectors ξ such that the
functional ψ 7→ 〈ξ, Tψ〉 is bounded for ψ ∈ D(T ).

Definition 7.2.1. Let H be a Hilbert space and T : D(T )→ H be a
densely defined operator. We say that T is self-adjoint if T = T ∗. We say
that T is symmetric or Hermitian if T ≺ T ∗.
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In particular, if T is self-adjoint then D(T ) = D(T ∗). We now want to
express the graph of the adjoint T ∗ in terms of G(T ).

Theorem 7.2.1. Let H be a Hilbert space and T : D(T )→ H be a densely
defined operator. Let I : H → H be the identity operator on H. Then,

G(T ∗) = UG(T )⊥

where

U =

(
0 I
−I 0

)
is an operator on H ×H such that U(ξ, η) = (η,−ξ).

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a densely
defined operator. Assume that I is the identity operator on H and U is the
operator on H ×H, defined as above.

To show: (a) The operator U is bounded and unitary.

(a) To see that U is bounded, we compute its operator norm as

‖U‖2 = sup
‖(ξ,η)‖=1

‖U(ξ, η)‖2

= sup
‖(ξ,η)‖=1

‖(η,−ξ)‖2

= sup
‖(ξ,η)‖=1

〈(η,−ξ), (η,−ξ)〉

= sup
‖(ξ,η)‖=1

(‖η‖2
H + ‖ξ‖2

H)

= sup
‖(ξ,η)‖=1

‖(ξ, η)‖2 = 1.

So, ‖U‖ = 1 and U is a bounded operator on H ×H.

To see that U is unitary, we note that by the above computation, U is an
isometry on H ×H. We also observe that U is surjective because if
(ξ, η) ∈ H ×H then U(−η, ξ) = (ξ, η). Since U is a surjective isometry, we
can use Theorem 3.1.8 to deduce that U is a unitary operator on H ×H.

Now by equation (7.1), (ξ, η) ∈ G(T ∗) if and only if for ψ ∈ D(T ),
〈ξ, Tψ〉 = 〈η, ψ〉. Equivalently, (ξ, η) ∈ G(T ∗) if and only if
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〈(ξ, η), (Tψ,−ψ)〉 = 0.

Since U(ψ, Tψ) = (Tψ,−ψ), we find that the above equation holds if and
only if (ξ, η) ∈ (UG(T ))⊥.

To show: (b) If G is a subspace of H ×H and W ∈ B(H ×H) is unitary
then (WG)⊥ = WG⊥.

(b) Assume that G is a subspace of H ×H and W ∈ B(H ×H) is unitary.
Then, (η1, η2) ∈ (WG)⊥ if and only if for (ξ1, ξ2) ∈ G,

〈(η1, η2),W (ξ1, ξ2)〉 = 0

But this holds if and only if

〈W−1(η1, η2), (ξ1, ξ2)〉 = 〈W ∗(η1, η2), (ξ1, ξ2)〉
= 〈(η1, η2),W (ξ1, ξ2)〉 = 0.

In turn, this holds if and only if W−1(η1, η2) ∈ G⊥ if and only if
(η1, η2) ∈ WG⊥. So, (WG)⊥ = WG⊥.

Consequently from part (b), we have

G(T ∗) = (UG(T ))⊥ = UG(T )⊥ =

(
0 I
−I 0

)
G(T )⊥.

A major consequence of Theorem 7.2.1 is that G(T ∗) is a closed subspace of
H ×H. To see why this is the case, we know that the orthogonal
complement G(T )⊥ is a closed subspace of H ×H. So,
G(T ∗) = UG(T )⊥ = (U−1)−1(G(T )⊥), which is closed because U−1 = U∗ is
continuous.

Theorem 7.2.2. Let H be a Hilbert space and T : D(T )→ H be a densely
defined operator. The operator T is closable if and only if T ∗ is densely
defined.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a densely
defined operator.
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By Theorem 7.1.2, T is closable if and only if G(T ) does not contain
non-zero vertical vectors. This holds if and only if UG(T ) does not contain
non-zero horizontal vectors, where U is the unitary operator from Theorem
7.2.1. By Theorem 7.2.1,

G(T ∗)⊥ = (UG(T )⊥)⊥ = U(G(T )⊥)⊥ = UG(T ).

So, T is closable if and only if G(T ∗)⊥ does not contain any non-zero
horizontal vectors. By Theorem 7.1.4, T is closable if and only if T ∗ is
densely defined as required.

Now if T is closable then by the above theorem, T ∗ is densely defined. So,
we can construct the linear operator T ∗∗ : D(T ∗∗)→ H. The graph of T ∗∗ is

G(T ∗∗) = U(G(T ∗)⊥) = U(U(G(T )⊥)⊥) = −G(T ) = G(T ).

Hence, we have the following theorem

Theorem 7.2.3. Let H be a Hilbert space and T : D(T )→ H be a closable
operator. Then, the adjoint of the adjoint operator T ∗, denoted by T ∗∗, is
the closure of T . That is, T ∗∗ = T .

If we have two densely defined operators S and T on H such that T � S
then their adjoints are related by the following theorem.

Theorem 7.2.4. Let H be a Hilbert space and S, T be two densely defined
operators on H such that T ≺ S. Then, S∗ ≺ T ∗.

Proof. Assume that H is a Hilbert space and S, T be two densely defined
operators on H. Assume that T ≺ S. Then, G(T ) ⊂ G(S) and
G(S)⊥ ⊂ G(T )⊥. With U being the unitary operator in Theorem 7.2.1, we
have

G(S∗) = UG(S)⊥ ⊂ UG(T )⊥ = G(T ∗).

So, S∗ ≺ T ∗ as required.

An interesting consequence of Theorem 7.2.4 is that a self-adjoint operator
does not have a proper symmetric extension. Assume that T = T ∗ and
there exists a linear, symmetric operator S : D(S)→ H such that T ≺ S.
Since S is symmetric, S ≺ S∗. Since T ≺ S, S∗ ≺ T ∗. So,

S ≺ S∗ ≺ T ∗ = T ≺ S

and T = S. But, since T = T ∗, D(T ) = D(T ∗). So, D(S) = D(S∗), which
contradicts the assumption that D(S) ⊂ D(S∗).
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7.3 Algebraic operations on unbounded

operators

By definition of a C*-algebra, we are able to add and compose bounded
operators on a Hilbert space H. In this section, we want to define addition
and composition of linear (not necessarily bounded) operators on H. Unlike
bounded operators, we also have to take into account the domains of the
operators involved.

Definition 7.3.1. Let H be a Hilbert space and T : D(T )→ H and
S : D(S)→ H be linear operators on H. Define the sum T + S as an
operator on the domain

D(T + S) = D(T ) ∩D(S)

by (T + S)(ξ) = Tξ + Sξ for ξ ∈ D(T + S).

Define the composition ST on the domain

D(ST ) = {ξ ∈ D(T ) | Tξ ∈ D(S)}

by (ST )(η) = S(Tη) for η ∈ D(ST ).

This is similar to how sums and composites of functions are defined. If
S, T ∈ B(H) then (S + T )∗ = S∗ + T ∗ and (ST )∗ = T ∗S∗. Unfortunately,
this does not work with general unbounded linear operators because the
sum or the composite of densely defined operators need not be densely
defined. Also, the sum or composite of closed operations might not be
closed or even closable. In the following theorems, we will discuss how close
we can get to the relations (S + T )∗ = S∗ + T ∗ and (ST )∗ = T ∗S∗ which
hold for bounded linear operators.

Theorem 7.3.1. Let H be a Hilbert space and T : D(T )→ H be a closed
operator. Let x ∈ B(H). Then, the operator T + x : D(T + x)→ H is
closed.

Proof. Assume that H is a Hilbert space, T is a closed operator on H and
x ∈ B(H).

Let {ψn}n∈Z>0 be a sequence of elements in
D(T + x) = D(T ) ∩D(x) = D(T ) such that limn→∞ ψn = ψ and
limn→∞(Tψn + xψn) = φ. We will show that (ψ, φ) ∈ G(T + x).
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Observe that

lim
n→∞

Tψn = φ− ( lim
n→∞

xψn) = φ− xψ.

Since T is closed, (ψ, φ− xψ) ∈ G(T ). So, ψ ∈ D(T ) = D(T + x) and
Tψ = φ− xψ. Consequently, (T + x)ψ = φ and (ψ, φ) ∈ G(T + x). So,
G(T + x) is a closed subspace of H ×H and T + x is a closed operator.

A similar theorem holds for the composite of an unbounded operator with a
bounded operator.

Theorem 7.3.2. Let H be a Hilbert space and T : D(T )→ H be a linear
operator. Let u ∈ B(H). Then, Tu is closed and if u is invertible then uT
is closed.

Proof. Assume that H is a Hilbert space, T : D(T )→ H is a linear
operator and u ∈ B(H) be a bounded operator.

To show: (a) The operator Tu is closed.

(b) If u is invertible then uT is closed.

(a) The domain of the composite Tu is

D(Tu) = {ξ ∈ D(u) = H | uξ ∈ D(T )}.

Let {ψn}n∈Z>0 be a sequence in D(Tu) such that limn→∞ ψn = ψ and
limn→∞ Tu(ψn) = ρ.

To show: (aa) (ψ, ρ) ∈ G(Tu).

(aa) Notice that limn→∞ T (uψn) = ρ and limn→∞ uψn = uψ because
u ∈ B(H). Since T is a closed operator, (uψ, ρ) ∈ G(T ). So, uψ ∈ D(T )
and ρ = T (uψ) = (Tu)(ψ). Therefore, (ψ, ρ) = (ψ, (Tu)(ψ)) ∈ G(Tu).

(a) Part (aa) tells us that G(Tu) is a closed subspace of H ×H. So, Tu is a
closed operator.

(b) Assume that u ∈ B(H) is invertible. Let {γn}n∈Z>0 be a sequence of
elements of D(uT ) = D(T ) such that limn→∞ γn = γ and
limn→∞(uT )(γn) = δ.

We want to show that (γ, δ) ∈ G(uT ). The sequence {Tγn}n∈Z>0 satisfies
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lim
n→∞

Tγn = lim
n→∞

u−1((uT )(γn)) = u−1δ.

Since T is a closed operator, (γ, u−1δ) ∈ G(T ). So, γ ∈ D(T ) and
Tγ = u−1δ. So, (uT )(γ) = δ and (γ, δ) ∈ G(uT ). Therefore, G(uT ) is a
closed subspace of H ×H and uT is closed as required.

A consequence of Theorem 7.3.2 is that we can give a criterion for Tx to be
a bounded operator.

Theorem 7.3.3. Let H be a Hilbert space and T : D(T )→ H be a closed
operator. Let x ∈ B(H) such that im x ⊆ D(T ). Then, Tx ∈ B(H).

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
linear operator. Assume that x ∈ B(H) such that im x ⊆ D(T ). By
Theorem 7.3.2, Tx is a closed operator. Since D(Tx) = H, we can used the
closed graph theorem to find that Tx is bounded.

In the next few theorems, we will investigate how the adjoint interacts with
the sum and composite of unbounded operators, assuming that we can take
the adjoint of the sum and composite of unbounded operators.

Theorem 7.3.4. Let H be a Hilbert space and S, T be densely defined
operators on H such that ST is densely defined. Then, T ∗S∗ ≺ (ST )∗.

Proof. Assume that H is a Hilbert space. Assume that S, T are densely
defined operators on H such that the composite ST itself is densely defined.

To show: (a) D(T ∗S∗) ⊂ D((ST )∗).

(b) If η ∈ D(T ∗S∗) then T ∗S∗η = (ST )∗η.

(a) Assume that η ∈ D(T ∗S∗). Then S∗(η) ∈ D(T ∗) and subsequently, the
functional defined on D(ST )

ψ 7→ 〈S∗(η), Tψ〉

is bounded. But, 〈S∗η, Tψ〉 = 〈η, STψ〉. So, η ∈ D((ST )∗). Therefore,
D(T ∗S∗) ⊂ D((ST )∗).

(b) Continuing on from part (a), we also have 〈S∗η, Tψ〉 = 〈T ∗S∗η, ψ〉 for
η ∈ D(T ∗S∗). We know from part (a) that η ∈ D((ST )∗). Since
〈T ∗S∗η, ψ〉 = 〈η, STψ〉 = 〈(ST )∗η, ψ〉 for ψ ∈ D(ST ), (T ∗S∗)(η) = (ST )∗η
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as required.

By combining parts (a) and (b), we deduce that T ∗S∗ ≺ (ST )∗.

Theorem 7.3.5. Let H be a Hilbert space and T be a densely defined
operator on H. Let x ∈ B(H). Then, (xT )∗ = T ∗x∗.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a densely
defined operator on H. Assume that x ∈ B(H). By the previous theorem,
we have T ∗x∗ ≺ (xT )∗. To see that (xT )∗ ≺ T ∗x∗, assume that
η ∈ D((xT )∗). If ξ ∈ D(T ) = D(xT ) then

〈(xT )∗η, ξ〉 = 〈η, (xT )ξ〉 = 〈η, x(Tξ)〉 = 〈x∗η, T ξ〉.

Hence, x∗η ∈ D(T ∗) and η ∈ D(T ∗x∗). By the above equation, we also have
(T ∗x∗)η = (xT )∗η. So, (xT )∗ ≺ T ∗x∗, which establishes (xT )∗ = T ∗x∗.

Next, we will handle the adjoint of a sum of unbounded operators.

Theorem 7.3.6. Let H be a Hilbert space and T, S be linear operators on
H such that T + S is densely defined. Then, T and S are densely defined
and T ∗ + S∗ ≺ (T + S)∗.

Proof. Assume that H is a Hilbert space and T, S be linear operators on H.
Assume that T + S is densely defined. Then, D(T + S) = D(T ) ∩D(S) is
dense in H. Since D(T + S) ⊆ D(T ) and D(T + S) ⊆ D(S), D(T ) and
D(S) are both dense subsets of H. Therefore, T and S are both densely
defined.

To show: (a) D(T ∗ + S∗) ⊆ D((T + S)∗).

(b) If η ∈ D(T ∗ + S∗) then (T ∗ + S∗)η = (T + S)∗η.

(a) Assume that η ∈ D(T ∗ + S∗). If ψ ∈ D(T + S) then

〈η, (T + S)ψ〉 = 〈η, Tψ〉+ 〈η, Sψ〉
= 〈T ∗η, ψ〉+ 〈S∗η, ψ〉
= 〈(T ∗ + S∗)η, ψ〉.

Since 〈(T ∗ + S∗)η, ψ〉 <∞, the functional ψ 7→ 〈η, (T + S)ψ〉 must be
bounded. Therefore, η ∈ D((T + S)∗) and D(T ∗ + S∗) ⊆ D((T + S)∗).
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(b) From part (a), we know that

〈(T + S)∗η, ψ〉 = 〈η, (T + S)ψ〉 = 〈(T ∗ + S∗)η, ψ〉.

So, (T + S)∗η = (T ∗ + S∗)η.

By combining parts (a) and (b), we deduce that T ∗ + S∗ ≺ (T + S)∗.

Theorem 7.3.7. Let H be a Hilbert space and T be a densely defined
operator on H. Let x ∈ B(H). Then, (T + x)∗ = T ∗ + x∗.

Proof. Assume that H is a Hilbert space, T : D(T )→ H is a densely
defined linear operator and x ∈ B(H). We know from the previous theorem
that T ∗ + x∗ ≺ (T + x)∗.

To show: (a) (T + x)∗ ≺ T ∗ + x∗.

(a) Assume that ρ ∈ D((T + x)∗). Then, the functional which maps
ψ ∈ D(T + x) = D(T ) to 〈ρ, (T + x)ψ〉 is bounded. Therefore, the
functional ψ 7→ 〈ρ, Tψ〉 is also bounded because x is a bounded linear
operator. Therefore, ρ ∈ D(T ∗).

Now, we compute directly that

〈ρ, (T + x)ψ〉 = 〈ρ, Tψ〉+ 〈ρ, xψ〉
= 〈T ∗ρ, ψ〉+ 〈x∗ρ, ψ〉
= 〈(T ∗ + x∗)ρ, ψ〉.

Since 〈ρ, (T + x)ψ〉 = 〈(T + x)∗ρ, ψ〉, we find that if ρ ∈ D((T + x)∗) then
(T ∗ + x∗)ρ = (T + x)∗ρ. Consequently, (T + x)∗ ≺ T ∗ + x∗.

Because T ∗ + x∗ ≺ (T + x)∗ and (T + x)∗ ≺ T ∗ + x∗ from part (a), we
deduce that T ∗ + x∗ = (T + x)∗.

7.4 Spectrum of a closed densely defined

operator

As we know, the concept of a spectrum depends on invertibility. Hence, we
first define what it means for an unbounded operator to be invertible.
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Definition 7.4.1. Let H be a Hilbert space and T : D(T )→ H be a linear
operator. We say that T is invertible if T is a bijection from D(T ) onto H.

By the closed graph theorem, if T is a closed densely defined operator
which is invertible then the inverse bijection T−1 : H → D(T ) must be
bounded. Fortunately, the concept of a spectrum does not differ from the
spectrum of a bounded operator.

Definition 7.4.2. Let H be a Hilbert space and T be a closed densely
defined operator on H. Let I be the identity operator on H. The
spectrum of T , denoted by σ(T ), is the set

σ(T ) = {λ ∈ C | λI − T is not invertible}.
The resolvent set of T , denoted by ρ(T ), is

ρ(T ) = C− σ(T ) = {λ ∈ C | λI − T is invertible}.

Just like the spectrum of a bounded linear operator, the spectrum of a
closed densely defined operator on H is also a closed subset of C.

Theorem 7.4.1. Let H be a Hilbert space and T : D(T )→ H be a closed
densely defined operator on H. Then, σ(T ) is a closed subset of C

Proof. Assume that H is a Hilbert space and T is a closed densely defined
operator on H. We will prove that the resolvent set ρ(T ) is an open subset
of C.

Assume that λ0 ∈ ρ(T ). Then, λ0I − T is invertible and
(λ0I − T )−1 ∈ B(H). Recalling the argument in Theorem 1.2.3, if

|λ− λ0| <
1

‖(λ0I − T )−1‖
then the series

∞∑
n=0

(λ0 − λ)n(λ0I − T )−n−1

converges in B(H) to an operator r.

To show: (a) If ψ ∈ D(λI − T ) = D(T ) then r(λI − T )ψ = ψ.

(b) If ξ ∈ H then rξ ∈ D(T ) and (λI − T )rξ = ξ.
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(a) Assume that ψ ∈ D(λI − T ) = D(T ). Then,

(λI − T )ψ = (λ− λ0)ψ + (λ0I − T )ψ

and by direct computation,

r(λI − T )ψ =
( ∞∑
n=0

(λ0 − λ)n(λ0I − T )−n−1
)
(λI − T )ψ

= −
∞∑
n=0

(λ0 − λ)n+1(λ0I − T )−n−1ψ +
∞∑
n=0

(λ0 − λ)n(λ0I − T )−nψ

= ψ.

(b) Assume that ξ ∈ H. If n ∈ Z>0 then
(λ0I − T )−n−1ξ ∈ D(λ0I − T ) = D(T ). Now define

ξN =
N∑
n=0

(λ0 − λ)n(λ0I − T )−n−1ξ.

Then, {ξN}N∈Z>0 is a sequence of elements in D(λI − T ) converging to rξ.
Now observe that

(λI − T )ξN =
(
(λ− λ0)I + (λ0I − T )

)
ξN

= (λ− λ0)ξN +
N∑
n=0

(λ0 − λ)n(λ0I − T )−nξ

= (λ− λ0)ξN + (λ0 − λ)
N∑
n=0

(λ0 − λ)n−1(λ0I − T )−nξ

= (λ− λ0)ξN + (λ0 − λ)
( 1

λ0 − λ
ξ +

N−1∑
n=1

(λ0 − λ)n−1(λ0I − T )−nξ
)

= (λ− λ0)ξN + (λ0 − λ)
( 1

λ0 − λ
ξ +

N−1∑
n=0

(λ0 − λ)n(λ0I − T )−n−1ξ
)

= (λ− λ0)ξN + ξ + (λ0 − λ)ξN

= ξ + (λ− λ0(ξN − ξN−1)→ ξ

as N →∞. So, {(ξN , (λI − T )ξN)}N∈Z>0 is a sequence in G(λI − T ) which
converges to (rξ, ξ). Since λI − T is closed, (rξ, ξ) ∈ G(λI − T ). So,
rξ ∈ D(λI − T ) and ξ = (λI − T )rξ as required.
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By parts (a) and (b), we deduce that λI − T is invertible with inverse
r ∈ B(H). So, λ ∈ ρ(T ) and ρ(T ) is an open subset of C. Therefore,
σ(T ) = C− ρ(T ) is a closed subset of C.

In [Sol18, Page 111], it is mentioned that one can construct closed densely
defined operators T such that σ(T ) = ∅ or σ(T ) = C. It is also explained
that if u is a unitary operator then σ(uTu∗) = σ(T ). This mirrors Theorem
3.1.10.

In some references, the spectrum is defined as a subset of the Riemann
sphere Ĉ and by definition, ∞ ∈ σ(T ) whenever T is unbounded. This is
sometimes called the extended spectrum. The extended spectrum is always
a non-empty and compact subset of Ĉ, regardless of whether the operator is
bounded or not.
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Chapter 8

The z-transform

8.1 Definition of the z-transform

In this section, we will define the z-transform of a closed and densely
defined operator. We will approach the z-transform via a slew of
preliminary results on closed operators.

Definition 8.1.1. Let H be a Hilbert space and T be a closed operator on
H. A subspace D ⊂ D(T ) is a core for T if T is the closure of the
restriction T |D of T to D.

If D is the core for the closed operator T : D(T )→ H then T |D = T and
G(T |D) = G(T ). This show that the subspace G(T |D) is dense in G(T ).

From here, we will assume that T is closed and densely defined operator on
a Hilbert space H. Recall from Theorem 7.2.1 that

G(T ∗) = UG(T )⊥ = {(T ∗φ,−φ) | φ ∈ D(T ∗)}

where

U =

(
0 I
−I 0

)
is an operator on H ×H such that U(ξ, η) = (η,−ξ). Since T is closed,
G(T ) is a closed subspace of H ×H. So, H ×H = G(T )⊕G(T )⊥ by
Theorem 2.4.1.

Theorem 8.1.1. Let H be a Hilbert space and T be a closed, densely
defined operator on H. If ξ ∈ H then there exists a unique ψ ∈ D(T ∗T )
such that
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ξ = (I + T ∗T )ψ.

Moreover, ‖ψ‖ ≤ ‖ξ‖.

Proof. Assume that H is a Hilbert space. Assume that T is a closed,
densely defined operator on H. Assume that ξ ∈ H.

Since H ×H = G(T )⊕G(T )⊥, there exists ψ ∈ D(T ) and φ ∈ D(T ∗) such
that (ξ, 0) = (ψ, Tψ) + (T ∗φ,−φ). So, ξ = ψ + T ∗φ and 0 = Tψ − φ.
Consequently, Tψ = φ, ψ ∈ D(T ∗T ) and

ξ = ψ + T ∗φ = ψ + T ∗Tψ = (I + T ∗T )ψ.

To show: (a) ‖ψ‖ ≤ ‖ξ‖

(a) We compute directly that

‖ξ‖2 = 〈ξ, ξ〉
= 〈(I + T ∗T )ψ, (I + T ∗T )ψ〉
= ‖ψ‖2 + 〈ψ, T ∗Tψ〉+ 〈T ∗Tψ, ψ〉+ ‖T ∗Tψ‖2

= ‖ψ‖2 + 2‖Tψ‖2 + ‖T ∗Tψ‖2 > ‖ψ‖2.

Finally, to see that ψ ∈ D(T ∗T ) is unique, assume that there exists
ψ′ ∈ D(T ∗T ) such that ξ = (I + T ∗T )ψ′. Since (I + T ∗T )ψ = (I + T ∗T )ψ′,
(ψ − ψ′) + T ∗T (ψ − ψ′) = 0. By part (a), we have

‖ψ − ψ′‖ ≤ 0.

So, ψ = ψ′ and ψ ∈ D(T ∗T ) is therefore the unique element such that
(I + T ∗T )ψ = ξ.

Let us rewrite the statement of Theorem 8.1.1. If T is a closed, densely
defined operator on a Hilbert space H then by Theorem 8.1.1,
D(T ∗T ) 6= {0} and the operator

I + T ∗T : D(T ∗T ) → H
ψ 7→ ψ + T ∗Tψ

is a bijection which does not decrease norms. That is, if
ψ ∈ D(T ∗T ) = D(I + T ∗T ) then ‖ψ‖ ≤ ‖(I + T ∗T )ψ‖.
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Since I + T ∗T is a bijection, we can define its inverse
(I + T ∗T )−1 : H → D(T ∗T ). In fact, its inverse is actually bounded because
by Theorem 8.1.1,

‖(I + T ∗T )−1‖= sup
‖ξ‖=1

‖(I + T ∗T )−1ξ‖ ≤ sup
‖ξ‖=1

‖ξ‖ = 1.

This leads us to our next preliminary result.

Theorem 8.1.2. Let H be a Hilbert space and T be a closed, densely
defined operator on H. Then, the operator T ∗T is closed and D(T ∗T ) is a
core for T .

Proof. Assume that H is a Hilbert space and T is a closed, densely defined
operator on H.

To show: (a) T ∗T is a closed operator.

(b) The subspace D(T ∗T ) is a core for T .

(a) We know that the inverse operator (I + T ∗T )−1 : H → D(T ∗T ) is
bounded. So, its graph G((I + T ∗T )−1) is a closed subspace of H. But,

G((I+T ∗T )−1) = {(ξ, (I+T ∗T )−1ξ) | ξ ∈ H} = {((I+T ∗T )η, η) | η ∈ D(T ∗T )}.

Now let φ : H ×H → H ×H be the bounded linear operator defined by
φ(ξ, η) = (η, ξ). Then,

G(I + T ∗T ) = φ−1({((I + T ∗T )η, η) | η ∈ D(T ∗T )})

which is a closed subspace because φ is a continuous map. Hence, I + T ∗T
is a closed operator and since T ∗T = (I + T ∗T ) + (−I), we can use
Theorem 7.3.1 to show that T ∗T must also be a closed operator.

(b) To see that D(T ∗T ) is a core for T , it suffices to show that
G(T |D(T ∗T )) = G(T ). Suppose for the sake of contradiction that
G(T |D(T ∗T )) is not dense in G(T ). Then, there exists a non-zero φ ∈ D(T )
such that (φ, Tφ) ∈ G(T |D(T ∗T ))

⊥.

Hence, if ψ ∈ D(T ∗T ) then

〈(φ, Tφ), (ψ, Tψ)〉 = 〈φ, ψ〉+ 〈Tφ, Tψ〉 = 0.
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So, 〈φ, (I + T ∗T )ψ〉 = 0. By Theorem 8.1.1, (I + T ∗T ) is a bijection from
D(T ∗T ) to H. So, φ ∈ H⊥ = {0} and φ = 0. This contradicts the
assumption that φ is non-zero. So, G(T |D(T ∗T )) is a dense subspace of G(T )
and D(T ∗T ) is a core for T .

We will proceed further with our analysis of the bounded operator
(I + T ∗T )−1.

Theorem 8.1.3. Let H be a Hilbert space and T be a closed, densely
defined operator on H. Then, the bounded operator (I + T ∗T )−1 is positive.

Proof. Assume that H is a Hilbert space and T is a closed, densely defined
operator on H. To reiterate, the inverse operator (I + T ∗T )−1 ∈ B(H)
satisfies ‖(I + T ∗T )−1‖ ≤ 1. Now assume that ξ ∈ H and
ψ = (I + T ∗T )−1ξ. Then,

〈ξ, (I + T ∗T )−1ξ〉 = 〈ψ + T ∗Tψ, (I + T ∗T )−1(I + T ∗T )ψ〉
= 〈ψ + T ∗Tψ, ψ〉
= 〈ψ, ψ〉+ 〈T ∗Tψ, ψ〉
= 〈ψ, ψ〉+ 〈Tψ, Tψ〉
= ‖ψ‖2 + ‖Tψ‖2 ≥ 0.

Therefore, (I + T ∗T )−1 is a positive operator.

Theorem 8.1.3 allows us to construct the operator (I + T ∗T )−
1
2 — the

positive square root of the positive operator (I +T ∗T )−1. We claim that the

image of (I + T ∗T )−
1
2 is dense in H. To see why this is the case, recall from

Theorem 8.1.2 that D(T ∗T ) is a core for T . This means that T = T |D(T ∗T )

and D(T ) = D(T ∗T ). Taking the closure of both sides and noting that T is
densely defined, we find that D(T ∗T ) = H and T ∗T is densely defined.

We now have

D(T ∗T ) = (I + T ∗T )−1H

= (I + T ∗T )−
1
2 (I + T ∗T )−

1
2H

⊆ (I + T ∗T )−
1
2H.

Since D(T ∗T ) is dense in H, the image (I + T ∗T )−
1
2H must also be dense

in H.
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Theorem 8.1.4. Let H be a Hilbert space and T be a closed, densely
defined operator on H. Then,

(I + T ∗T )−
1
2H = D(T ),

T (I + T ∗T )−
1
2 ∈ B(H) and ‖T (I + T ∗T )−

1
2‖ ≤ 1.

Proof. Assume that H is a Hilbert space and T is a closed, densely defined
operator on H.

To show: (a) T (I + T ∗T )−
1
2 ∈ B(H).

(b) ‖T (I + T ∗T )−
1
2‖ ≤ 1.

(c) (I + T ∗T )−
1
2H = D(T ).

(a) Assume that η ∈ H. Then, (I + T ∗T )−1η ∈ D(T ∗T ) ⊆ D(T ) and

‖T (I + T ∗T )−1η‖2 = 〈T (I + T ∗T )−1η, T (I + T ∗T )−1η〉
= 〈(I + T ∗T )−1η, T ∗T (I + T ∗T )−1η〉
≤ 〈(I + T ∗T )−1η, T ∗T (I + T ∗T )−1η〉+ 〈(I + T ∗T )−1η, η〉
= 〈(I + T ∗T )−1η, (I + T ∗T )(I + T ∗T )−1η〉
= 〈(I + T ∗T )−1η, η〉
= 〈(I + T ∗T )−

1
2η, (I + T ∗T )−

1
2η〉

= ‖(I + T ∗T )−
1
2η‖2.

If ξ = (I + T ∗T )−
1
2η then the above computation tells us that

‖T (I + T ∗T )−
1
2 ξ‖ ≤ ‖ξ‖.

Now assume that ζ ∈ H. Since the image (I + T ∗T )−
1
2H is dense in H,

there exists a sequence {ζn}n∈Z>0 in (I + T ∗T )−
1
2H such that ζn → ζ as

n→∞. So,

(I + T ∗T )−
1
2 ξn → (I + T ∗T )−

1
2 ξ

as n→∞ because (I + T ∗T )−
1
2 ∈ B(H).

We now claim that the sequence {T (I + T ∗T )−
1
2 ξn}n∈Z>0 is Cauchy.

Assume that ε ∈ R>0. Since ζn → ζ, there exists N ∈ Z>0 such that if
m,n > N then ‖ζn − ζm‖ < ε and
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‖T (I + T ∗T )−
1
2 ξn − T (I + T ∗T )−

1
2 ξm‖ = ‖T (I + T ∗T )−

1
2 (ξn − ξm)‖

≤ ‖ξn − ξm‖ < ε.

So, {T (I + T ∗T )−
1
2 ξn}n∈Z>0 is a Cauchy sequence. Since H is a Hilbert

space, the sequence {T (I + T ∗T )−
1
2 ξn}n∈Z>0 must converge to some s ∈ H.

The key observation here is that the sequence

{((I + T ∗T )−
1
2 ξn, T (I + T ∗T )−

1
2 ξn)}n∈Z>0

in G(T ) converges to ((I + T ∗T )−
1
2 ξ, s) ∈ H ×H. Since T is a closed

operator, ((I + T ∗T )−
1
2 ξ, s) ∈ G(T ), (I + T ∗T )−

1
2 ξ ∈ D(T ) and

s = T (I + T ∗T )−
1
2 ξ.

So, the image (I + T ∗T )−
1
2H ⊆ D(T ). By Theorem 7.3.3, the composite

T (I + T ∗T )−
1
2 ∈ B(H).

(b) Since ‖T (I + T ∗T )−
1
2 ξ‖ ≤ ‖ξ‖, we compute directly that

‖T (I + T ∗T )−
1
2‖ ≤ sup

‖ξ‖=1

‖ξ‖ = 1.

(c) From part (a), we have (I + T ∗T )−
1
2H ⊆ D(T ).

To show: (ca) D(T ) ⊆ (I + T ∗T )−
1
2H.

(ca) Assume that ρ ∈ D(T ). Recall from Theorem 8.1.2 that D(T ∗T ) is a
core for T . So, D(T ∗T ) = D(T ) and there exists a sequence {ψn}n∈Z>0 in
D(T ∗T ) such that limn→∞ ψn = ρ and limn→∞ Tψn = Tρ.

For n ∈ Z>0, define φn = (I + T ∗T )ψn. To see that the sequence

{(I + T ∗T )−
1
2φn}n∈Z>0 converges, we compute directly that

‖(I + T ∗T )−
1
2 (φn − φm)‖2 = 〈(I + T ∗T )−

1
2 (φn − φm), (I + T ∗T )−

1
2 (φn − φm)〉

= 〈(φn − φm), (I + T ∗T )−1(φn − φm)〉
= 〈(I + T ∗T )(ψn − ψm), ψn − ψm〉
= ‖ψn − ψm‖2 + ‖Tψn − Tψm‖2

→ 0
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as m,n→∞. The above computation establishes that the sequence
{(I + T ∗T )−

1
2φn}n∈Z>0 is Cauchy and hence, converges in the Hilbert space

H.

Finally, we have

ρ = lim
n→∞

ψn

= lim
n→∞

(I + T ∗T )−1φn

= lim
n→∞

(I + T ∗T )−
1
2 (I + T ∗T )−

1
2φn

= (I + T ∗T )−
1
2 lim
n→∞

(I + T ∗T )−
1
2φn

∈ (I + T ∗T )−
1
2H

So, D(T ) ⊆ (I + T ∗T )−
1
2H.

(c) Therefore, D(T ) = (I + T ∗T )−
1
2H.

Now, we are able to state the most important definition in our analysis of
unbounded operators.

Definition 8.1.2. Let H be a Hilbert space and T : D(T )→ H be a
closed, densely defined operator. Let I : H → H be the identity operator
on H. The z-transform of T , denoted by the symbol zT , is the operator

zT : H → H

ξ 7→ T (I + T ∗T )−
1
2 ξ

The z-transform zT well-defined by part (c) of Theorem 8.1.4 and zT is a
bounded linear operator on H which satisfies ‖zT‖ ≤ 1 by part (b) of
Theorem 8.1.4.

Note that since ‖zT‖ ≤ 1, z∗T zT ≤ I and consequently, the operator
I − z∗T zT is positive. To see why this is the case, we compute for ξ ∈ H that

〈ξ, (I − z∗T zT )(ξ)〉 = 〈ξ, ξ〉 − 〈ξ, z∗T zT ξ〉
= ‖ξ‖2 − ‖zT ξ‖2

≥ ‖ξ‖2(1− ‖zT‖)2 ≥ 0.

By Theorem 2.3.4, I − z∗T zT is a positive operator.
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8.2 Properties of the z-transform

In order to understand the effectiveness of the z-transform, we will prove a
variety of properties of the z-transform which demonstrate why the
z-transform zT contains information about a closed densely defined
operator T .

Theorem 8.2.1. Let H be a Hilbert space and T : D(T )→ H be a closed,
densely defined operator on H. Then,

G(T ) = {((I − z∗T zT )
1
2 ξ, zT ξ) | ξ ∈ H}.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
densely defined operator on H. Recall from Theorem 8.1.4 that
(I + T ∗T )−

1
2H = D(T ). So, we can rewrite the graph G(T ) as

G(T ) = {(ψ, Tψ) | ψ ∈ D(T )}
= {((I + T ∗T )−

1
2 ξ, T (I + T ∗T )−

1
2 ξ) | ξ ∈ H}

= {((I + T ∗T )−
1
2 ξ, zT ξ) | ξ ∈ H}.

To show: (a) (I + T ∗T )−
1
2 = (I − z∗T zT )

1
2 .

(a) If ξ ∈ H then (I + T ∗T )−1ξ ∈ D(T ∗T ) and

‖(I + T ∗T )−
1
2 ξ‖2 = 〈(I + T ∗T )−

1
2 ξ, (I + T ∗T )−

1
2 ξ〉

= 〈(I + T ∗T )−1ξ, ξ〉
= 〈(I + T ∗T )−1ξ, (I + T ∗T )(I + T ∗T )−1ξ〉
= ‖(I + T ∗T )−1ξ‖2 + 〈(I + T ∗T )−1ξ, T ∗T (I + T ∗T )−1ξ〉
= ‖(I + T ∗T )−1ξ‖2 + ‖T (I + T ∗T )−1ξ‖2

= ‖(I + T ∗T )−
1
2 (I + T ∗T )−

1
2 ξ‖2 + ‖T (I + T ∗T )−

1
2 (I + T ∗T )−

1
2 ξ‖2.

By setting ψ = (I + T ∗T )−
1
2 ξ, we find that

‖ψ‖2 = ‖(I + T ∗T )−
1
2ψ‖2 + ‖zTψ‖2.

Notice that ψ ∈ (I + T ∗T )−
1
2H = D(T ) by Theorem 8.1.4. Since D(T ) is a

dense subspace of H (because T is densely defined), we find that the

equation ‖ψ‖2 = ‖(I + T ∗T )−
1
2ψ‖2 + ‖zTψ‖2 holds for any ψ ∈ H.
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Now if ψ, φ ∈ H then Theorem 2.1.1 yields

〈φ, ψ〉 =
1

4

3∑
k=0

ik‖φ+ ikψ‖2

=
1

4

3∑
k=0

ik
(
‖(I + T ∗T )−

1
2 (φ+ ikψ)‖2 + ‖zT (φ+ ikψ)‖2

)
=

1

4

3∑
k=0

ik‖(I + T ∗T )−
1
2φ+ ik(I + T ∗T )−

1
2ψ‖2 +

1

4

3∑
k=0

ik‖zTφ+ ikzTψ‖2

= 〈(I + T ∗T )−
1
2φ, (I + T ∗T )−

1
2ψ〉+ 〈zTφ, zTψ〉

= 〈φ, (I + T ∗T )−1ψ〉+ 〈φ, z∗T zTψ〉.

Thus, if ψ ∈ H then

Iψ = ψ = ((I + T ∗T )−1 + z∗T zT )ψ

and I − z∗T zT = (I + T ∗T )−1. Taking the positive square root of both sides,

we find that (I − z∗T zT )
1
2 = (I + T ∗T )−

1
2 as required.

From part (a), we have

G(T ) = {(ψ, Tψ) | ψ ∈ D(T )}
= {((I + T ∗T )−

1
2 ξ, zT ξ) | ξ ∈ H}

= {(I − z∗T zT )
1
2 ξ, zT ξ) | ξ ∈ H}.

By Theorem 8.2.1, we find that the graph G(T ) can be expressed entirely
with the z-transform zT .

Theorem 8.2.2. Let H be a Hilbert space and S, T be closed densely
defined operators on H. If zS = zT then S = T .

Proof. Assume that H is a Hilbert space and S, T are two closed, densely
defined operators on H. Assume that zS = zT . Then, by Theorem 8.2.1,

G(T ) = {(I − z∗T zT )
1
2 ξ, zT ξ) | ξ ∈ H}

= {(I − z∗SzS)
1
2 ξ, zSξ) | ξ ∈ H} = G(S).

Therefore, T = S.
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Here is a useful property satisfied by the positive operator I − z∗T zT .

Theorem 8.2.3. Let H be a Hilbert space and T : D(T )→ H be a closed
densely defined operator. Then, the positive operator I − z∗T zT is injective.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
densely defined operator. We know that

ker I − z∗T zT = (im I − z∗T zT )⊥

By Theorem 8.2.1,

im I − z∗T zT = im (I + T ∗T )−1 = D(T ∗T ).

By Theorem 8.1.2, D(T ∗T ) is dense in H. Therefore,

(ker I − z∗T zT )⊥ =
(
(im I − z∗T zT )⊥

)⊥
= im I − z∗T zT
= D(T ∗T ) = H.

Consequently, ker I − z∗T zT = {0} as required.

It is useful to know when a bounded linear operator on H is the
z-transform of a closed densely defined operator on H. To this end, we
prove the following lemma.

Lemma 8.2.4. Let H be a Hilbert space and z ∈ B(H) be such that
‖z‖ ≤ 1. If f ∈ Cts([0, 1],C) then

f(z∗z)z∗ = z∗f(zz∗) and zf(z∗z) = f(zz∗)z.

Proof. Assume that H is a Hilbert space and z ∈ B(H). Assume that
‖z‖ ≤ 1 and f ∈ Cts([0, 1],C). Since ‖z‖ ≤ 1,

σ(z∗z) ⊆ {λ ∈ C | λ ≤ ‖z∗z‖} ⊆ {λ ∈ C | λ ≤ 1}.
Since z∗z is self-adjoint, its spectrum σ(z∗z) ⊆ R. Therefore,
σ(z∗z) ⊆ [0, 1]. Similarly, σ(zz∗) ⊆ [0, 1].

By the Stone-Weierstrass theorem, let {fn}n∈Z>0 be a sequence of
polynomials such that fn → f uniformly on [0, 1] as n→∞. If n ∈ Z>0

then

fn(z∗z)z∗ = z∗fn(zz∗).
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By letting n→∞, we find that f(z∗z)z∗ = z∗f(zz∗). We also have for
n ∈ Z>0

zfn(z∗z) = fn(zz∗)z.

By letting n→∞, we deduce that zf(z∗z) = f(zz∗)z.

Now, we will show when a bounded linear operator z ∈ B(H) is a
z-transform with the following major theorem.

Theorem 8.2.5. Let H be a Hilbert space and z ∈ B(H). Then, z is the
z-transform of a closed densely defined operator T if and only if ‖z‖ ≤ 1
and ker(I − z∗z) = {0}.

Proof. Assume that H is a Hilbert space and z ∈ B(H).

To show: (a) If z is the z-transform of a closed densely defined operator T
then ‖z‖ ≤ 1 and ker(I − z∗z) = {0}.

(b) If ‖z‖ ≤ 1 and ker(I − z∗z) = {0} then z is the z-transform of a closed
densely defined operator on H.

(a) Assume that z = zT for some closed densely defined operator
T : D(T )→ H. By Theorem 8.1.4, ‖z‖ ≤ 1. By Theorem 8.2.3,
ker(I − z∗z) = {0}.

(b) Assume that ‖z‖ ≤ 1 and ker(I − z∗z) = {0}. Define

G = {((I − z∗z)
1
2 ξ, zξ) | ξ ∈ H} ⊆ H ×H.

To show: (ba) There exists a closed densely defined operator T on H such
that G = G(T ).

(ba) Define the operator Uz on H ×H by

Uz =

(
(I − z∗z)

1
2 −z∗

z (I − zz∗) 1
2

)
Notice that we can do this because I − z∗z and I − zz∗ are positive
operators on H. Explicitly, Uz is the operator

Uz : H ×H → H ×H
(h1, h2) 7→ ((I − z∗z)

1
2 (h1)− z∗(h2), z(h1) + (I − zz∗) 1

2 (h2))

204



Observe that Uz is bounded. To see why this is the case, we compute
directly that

‖Uz‖2 = sup
‖(h1,h2)‖=1

‖Uz(h1, h2)‖2

= sup
‖(h1,h2)‖=1

‖(I − z∗z)
1
2 (h1)− z∗(h2)‖2 + ‖z(h1) + (I − zz∗)

1
2 (h2)‖2

≤ sup
‖(h1,h2)‖=1

(
‖(I − z∗z)

1
2 (h1)‖+ ‖z∗(h2)‖

)2
+
(
‖z(h1)‖+ ‖(I − zz∗)

1
2 (h2)‖

)2

≤ sup
‖(h1,h2)‖=1

(
‖(I − z∗z)

1
2‖‖h1‖+ ‖z∗‖‖h2‖

)2
+
(
‖z‖‖h1‖+ ‖(I − zz∗)

1
2‖‖h2‖

)2

In the above computation, we have

‖(h1, h2)‖2 = 〈(h1, h2), (h1, h2)〉 = ‖h1‖2 + ‖h2‖2 = 1.

Consequently, ‖h1‖ ≤ 1 and ‖h2‖ ≤ 1. So,

‖Uz‖2 ≤ sup
‖(h1,h2)‖=1

(
‖(I − z∗z)

1
2‖‖h1‖+ ‖z∗‖‖h2‖

)2
+
(
‖z‖‖h1‖+ ‖(I − zz∗)

1
2‖‖h2‖

)2

≤ sup
‖(h1,h2)‖=1

(
‖(I − z∗z)

1
2‖+ ‖z∗‖

)2
+
(
‖z‖+ ‖(I − zz∗)

1
2‖
)2
<∞.

So, Uz ∈ B(H ×H). We now claim that Uz is unitary.

To show: (baa) Uz is unitary.

(baa) We compute directly that

U∗zUz =

(
(I − z∗z)

1
2 z∗

−z (I − zz∗) 1
2

)(
(I − z∗z)

1
2 −z∗

z (I − zz∗) 1
2

)
=

(
(I − z∗z) + z∗z z∗(I − zz∗) 1

2 − (I − z∗z)
1
2 z∗

(I − zz∗) 1
2 z − z(I − z∗z)

1
2 zz∗ + (I − zz∗)

)
=

(
I z∗(I − zz∗) 1

2 − (I − z∗z)
1
2 z∗

(I − zz∗) 1
2 z − z(I − z∗z)

1
2 I

)
.

Define f ∈ Cts([0, 1],C) by f(t) =
√

1− t. By Lemma 8.2.4,

z∗(I − zz∗)
1
2 = z∗f(zz∗) = f(z∗z)z∗ = (I − z∗z)

1
2 z∗

and
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(I − zz∗)
1
2 z = f(zz∗)z = zf(z∗z) = z(I − z∗z)

1
2 .

Consequently,

U∗zUz =

(
I 0
0 I

)
and by a similar computation,

UzU
∗
z =

(
(I − z∗z)

1
2 −z∗

z (I − zz∗) 1
2

)(
(I − z∗z)

1
2 z∗

−z (I − zz∗) 1
2

)
=

(
(I − z∗z) + z∗z (I − z∗z)

1
2 z∗ − z∗(I − zz∗) 1

2

z(I − z∗z)
1
2 − (I − zz∗) 1

2 z zz∗ + (I − zz∗)

)
=

(
I 0
0 I

)
.

So, Uz must be a unitary operator on H ×H.

(ba) The key reason for defining Uz is that

G = Uz({(ξ, 0) | ξ ∈ H}).

Since G is the image of a closed subspace under a unitary operator, it must
be a closed subspace of H ×H. By Theorem 7.1.5, it suffices to show that
G does not contain non-zero vertical vectors and G⊥ does not contain
non-zero horizontal vectors.

To show: (bab) If ξ ∈ H − {0} then (0, ξ) 6∈ G.

(bac) If ξ ∈ H − {0} then (ξ, 0) 6∈ G⊥.

(bab) We will prove the contrapositive of the given statement. Assume that
(0, ξ) ∈ G ⊆ H ×H. By definition of G, there exists φ ∈ H such that

(0, ξ) = ((I − z∗z)
1
2φ, zφ).

Notice that (I − z∗z)
1
2φ = 0. So, (I − z∗z)φ = 0. By assumption,

ker I − z∗z = {0}. Therefore, φ = 0 and ξ = z(φ) = 0.

(bac) We will prove the contrapositive of the given statement. Assume that
(ξ, 0) ∈ G⊥. Note that
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G⊥ = (Uz({(ξ, 0) | ξ ∈ H}))⊥

= Uz({(ξ, 0) | ξ ∈ H})⊥

= Uz{(0, ξ) | ξ ∈ H}
= {(−z∗ξ, (I − zz∗)

1
2 ξ) | ξ ∈ H}.

Since (ξ, 0) ∈ G⊥, there exists ϕ ∈ H such that

(ξ, 0) = (−z∗ϕ, (I − zz∗)
1
2ϕ).

So, (I − zz∗) 1
2ϕ = 0 and (I − zz∗)ϕ = 0. This means that ϕ = zz∗ϕ If we

compose by z∗ on the left on both sides, we find that

z∗ϕ = z∗zz∗ϕ and (I − z∗z)(z∗ϕ) = 0.

Since ker I − z∗z = {0}, z∗ϕ = 0 and so, ξ = −z∗ϕ = 0.

(ba) Part (bab) shows that G does not contain any non-zero vertical
vectors. Part (bac) shows that G⊥ does not contain any non-zero horizontal
vectors. By Theorem 7.1.5, G must be the graph of a closed, densely
defined operator T : D(T )→ H.

(b) Hence, z = zT as required.

There is one particular consequence of Theorem 8.2.5 we will like to
highlight. In part (bac) of the proof, we were able to compute G⊥ in terms
of z. By repeating the same argument, we are able to express the
orthogonal complement of a graph G(T )⊥ in terms of the z-transform zT .

Theorem 8.2.6. Let H be a Hilbert space and T : D(T )→ H be a closed
densely defined operator. Then,

G(T )⊥ = {(−z∗T ξ, (I − zT z∗T )
1
2 ξ) | ξ ∈ H}.

The z-transform behaves harmoniously with the adjoint.

Theorem 8.2.7. Let H be a Hilbert space and T : D(T )→ H be a closed,
densely defined operator on H. Then, zT ∗ = z∗T .

Proof. Assume that H is a Hilbert space and T is a closed densely defined
operator on H. From Theorem 7.2.1, recall the bounded operator
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U =

(
0 I
−I 0

)
∈ B(H ×H).

Using Theorem 8.2.6 and Theorem 8.2.1, we compute directly that

G(T ∗) = UG(T )⊥

= U{(−z∗T ξ, (I − zT z∗T )
1
2 ξ) | ξ ∈ H}

= {((I − zT z∗T )
1
2 ξ, z∗T ξ) | ξ ∈ H}

= {((I − z∗T ∗zT ∗)
1
2 ξ, zT ∗ξ) | ξ ∈ H}

So, zT ∗ = z∗T .

Finally, we show that the z-transforms of unitarily equivalent operators
behave in exactly the expected way.

Theorem 8.2.8. Let H and K be Hilbert space and T : D(T )→ H be a
closed densely defined operator on H. Let u ∈ B(K,H) be a bounded,
unitary operator from K to H and let S = u∗Tu, where the domain

D(S) = {ψ ∈ K | uψ ∈ D(T )} = {u∗η | η ∈ D(T )}.
Then, S is a closed, densely defined operator on K and zS = u∗zTu.

Proof. Assume that H and K are Hilbert space and T : D(T )→ H is a
closed densely defined operator on H. Assume that u ∈ B(K,H) is a
bounded unitary operator and S = u∗Tu. We know that the domain of S is

D(S) = {ψ ∈ K | uψ ∈ D(T )} = {u∗η | η ∈ D(T )}
where the rightmost equality follows from Theorem 3.1.8. Since u : K → H
is a bounded unitary operator, G(S) is a closed subspace of H ×H and
D(S) = {u∗η | η ∈ D(T )} is a dense subspace of K. So, S is a closed,
densely defined operator.

To see that zS = u∗zTu, let z = u∗zTu. Then,

G(S) = {(ψ, Sψ) | ψ ∈ D(S)}
= {(u∗η, u∗Tη) | η ∈ D(T )}
= {(u∗(I − z∗T zT )

1
2 ξ, u∗zT ξ) | ξ ∈ H}

= {(u∗(I − z∗T zT )
1
2uφ, u∗zTuφ) | φ ∈ K}

= {((I − z∗z)
1
2φ, zφ) | φ ∈ K}.
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In the second last line, we used the fact that u is unitary and hence,
surjective by Theorem 3.1.8. By Theorem 8.2.1, we find that

zS = z = u∗zTu.

8.3 Polar decomposition for closed densely

defined operators

As our first significant application of the z-transform, we will extend the
polar decomposition in Theorem 2.6.1 to closed densely defined operators.
We begin by defining positivity for unbounded operators.

Definition 8.3.1. Let H be a Hilbert space and T : D(T )→ H be a (not
necessarily bounded) operator. We say that T is positive if for ξ ∈ D(T ),

〈ξ, T ξ〉 ≥ 0.

Lemma 8.3.1. Let H be a Hilbert space and T : D(T )→ H be a closed
densely defined operator on H. Then, T ∗T is positive and self-adjoint.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
densely defined operator. To see that T ∗T is positive, we compute directly
that if ξ ∈ D(T ∗T ) then

〈ξ, T ∗Tξ〉 = 〈Tξ, Tξ〉 = ‖Tξ‖2 ≥ 0.

So, T ∗T is positive.

To see that T ∗T is self-adjoint, define a = (I + T ∗T )−1. By Theorem 8.1.3,
a is a bounded positive operator and hence, self-adjoint. By Theorem 7.2.1,

G(a) = G(a∗) =

(
0 I
−I 0

)
G(a)⊥.

Now the operator

V =

(
0 I
I 0

)
∈ B(H ×H)

is a unitary operator. If we apply V to both sides of the equality with G(a),
we deduce that
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V G(a) =

(
0 I
I 0

)
G(a) =

(
−I 0
0 I

)
G(a)⊥.

Now observe that

(
0 I
I 0

)
G(a) = {(aξ, ξ) | ξ ∈ H}

= {(η, (I + T ∗T )η) | η ∈ D(T ∗T )}
= G(I + T ∗T ).

and

(
−I 0
0 I

)
G(a)⊥ = {(−x, y) ∈ H ×H | (x, y) ∈ G(a)⊥}

= {(−x, y) ∈ H ×H | If ξ ∈ H then 〈x, ξ〉+ 〈y, aξ〉 = 0}
= {(−x, y) ∈ H ×H | If ξ ∈ H then 〈−x,−ξ〉+ 〈y, aξ〉 = 0}
= {(−x, y) ∈ H ×H | If ξ ∈ H then 〈−x,−(I + T ∗T )ξ〉+ 〈y, ξ〉 = 0}

=

(
0 −I
I 0

)
G(I + T ∗T )⊥.

Therefore,

G(I + T ∗T ) =

(
0 I
−I 0

)
G(I + T ∗T )⊥ = G((I + T ∗T )∗).

Therefore, the operator I + T ∗T is self-adjoint. By Theorem 7.3.7, we have

(T ∗T )∗ = ((I + T ∗T ) + (−I))∗ = (I + T ∗T )∗ − I = I + T ∗T − I = T ∗T.

Therefore, T ∗T is self-adjoint.

We are able to tell when a closed densely defined operator is positive by
examining its z-transform.

Lemma 8.3.2. Let H be a Hilbert space and T : D(T )→ H be a closed
densely defined operator. Then, T is positive if and only if

(I − z∗T zT )
1
2 zT ≥ 0.

In particular, T is positive and self-adjoint if and only if zT ≥ 0.
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Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
densely defined operator.

To show: (a) T is positive if and only if (I − z∗T zT )
1
2 zT ≥ 0.

(a) Assume that ψ ∈ D(T ). By Theorem 8.2.1, there exists ξ ∈ H such that

ψ = (I − z∗T zT )
1
2 ξ. We compute directly that

〈ψ, Tψ〉 = 〈(I − z∗T zT )
1
2 ξ, T (I − z∗T zT )

1
2 ξ〉

= 〈(I − z∗T zT )
1
2 ξ, T (I + T ∗T )−

1
2 ξ〉

= 〈(I − z∗T zT )
1
2 ξ, zT ξ〉

= 〈ξ, (I − z∗T zT )
1
2 zT ξ〉.

By the above computation, we find that T is positive if and only if the
bounded operator (I − z∗T zT )

1
2 zT ≥ 0.

To show: (b) T is positive and self-adjoint if and only if zT ≥ 0.

(b) By Theorem 8.2.2, T = T ∗ if and only if zT = z∗T . By using part (a), we
find that T is positive and self-adjoint if and only if zT = z∗T and if ξ ∈ H
then

〈ξ, (I − z∗T zT )
1
2 zT ξ〉 = 〈(I − z∗T zT )

1
4 ξ, (I − z∗T zT )

1
4 zT ξ〉 ≥ 0.

We claim that im (I − z∗T zT )
1
4 is dense in H.

To show: (ba) im (I − z∗T zT )
1
4 is dense in H

(ba) Recall from Theorem 8.1.4 and Theorem 8.2.1 that

D(T ) = (I + T ∗T )−
1
2H = (I − z∗T zT )

1
2H.

So,

D(T ) = (I − z∗T zT )
1
2H ⊆ (I − z∗T zT )

1
4H

and since T is densely defined, (I − z∗T zT )
1
4H = im (I − z∗T zT )

1
4 is dense in

H.

(b) Thus, T is positive and self-adjoint if and only if zT = z∗T and if ϕ ∈ H
then 〈ϕ, zTϕ〉 ≥ 0 by part (ba). So, T is positive and self-adjoint if and only
if zT ≥ 0.
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We are now ready to state and prove the polar decomposition for a closed
densely defined operator.

Theorem 8.3.3 (Polar Decomposition V2). Let H be a Hilbert space and
T : D(T )→ H be a closed densely defined operator on H. Then, there
exists a unique pair of operators (u,K) such that

T = uK,

K is positive and self-adjoint and u∗u is the projection operator onto im K.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
densely defined operator on H.

The idea is to use the polar decomposition for bounded operators (see
Theorem 2.6.1) to write zT = u|zT |.

To show: (a) |zT | is the z-transform of a closed densely defined operator.

(a) We will apply Theorem 8.2.5 to prove this statement.

To show: (aa)
∥∥|zT |∥∥ ≤ 1.

(ab) ker(I − |zT |∗|zT |) = {0}.

(aa) Using Theorem 2.6.1, we compute directly that

‖zT‖2 = sup
‖ξ‖=1

‖zT ξ‖2

= sup
‖ξ‖=1

〈zT ξ, zT ξ〉

= sup
‖ξ‖=1

〈u|zT |ξ, u|zT |ξ〉

= sup
‖ξ‖=1

〈|zT |ξ, u∗u|zT |ξ〉

= sup
‖ξ‖=1

〈|zT |ξ, s(|zT |)|zT |ξ〉

= sup
‖ξ‖=1

〈|zT |ξ, |zT |ξ〉 =
∥∥|zT |∥∥2

So,
∥∥|zT |∥∥ = ‖zT‖ ≤ 1 by Definition 8.1.2.

(ab) Recall from Theorem 2.6.2 that
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|zT |2 = z∗T zT .

Since |zT | is a positive operator and is thus, self-adjoint, we have

ker(I − |zT |∗|zT |) = ker(I − |zT |2) = ker(I − z∗T zT ) = {0}

by Theorem 8.2.3.

(a) By combining parts (aa) and (ab), we can then use Theorem 8.2.5 to
show that there exists a closed densely defined operator K : D(K)→ H
such that |zT | = zK .

Since |zT | is positive (and self-adjoint), zK is also positive (and
self-adjoint). By Lemma 8.3.2, K is a positive and self-adjoint operator.

To show: (b) T = uK.

(b) To see that D(K) = D(T ), we use the fact that |zT |2 = z∗T zT and
Theorem 8.1.4 to compute that

D(K) = (I − z∗KzK)
1
2H = (I − |zT |∗|zT |)

1
2H = (I − z∗T zT )

1
2H = D(T ).

Next, we establish the relation between the graphs G(K) and G(T ). By
Theorem 8.2.1,

G(K) = {((I − z∗KzK)
1
2 ξ, zKξ) | ξ ∈ H}

= {((I − |zT |∗|zT |)
1
2 ξ, |zT |ξ) | ξ ∈ H}

= {((I − z∗T zT )
1
2 ξ, |zT |ξ) | ξ ∈ H}.

Therefore,

G(T ) =

(
I 0
0 u

)
G(K)

and consequently, T = uK.

Finally, recall from Theorem 2.6.1 that u∗u is the projection operator onto
im |zT |. Since

G(K) = {((I − z∗T zT )
1
2 ξ, |zT |ξ) | ξ ∈ H},
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im K = im |zT |. Therefore, u∗u is the projection operator onto the closure
im K as required.

Now we will prove that the decomposition T = uK is unique. Suppose that
(v,D) is another polar decomposition of T such that T = vD. Then,

T ∗T = (uK)∗(uK) = K∗u∗uK = KK = K2

and similarly, T ∗T = D2. By the definition of the z-transform (see
Definition 8.1.2), we have

zT = T (I + T ∗T )−
1
2 = T (I +K2)−

1
2 = T (I +D2)−

1
2 .

So, uK(I +K2)−
1
2 = vD(I +D2)−

1
2 and uzK = vzD. Consequently,

zKu
∗uzK = zDv

∗vzD

but, zKu
∗uzK = z2

K because im zK = im |zT | = im K. Similarly,
zDv

∗vzD = z2
D. The above equation reduces to z2

K = z2
D. So, zK = zD and

by Theorem 8.2.2, K = D.

Finally, to see that u = v, note that since K = D, u∗u and v∗v are both
projection operators onto the closure im K. So, u∗u = v∗v, which is
equivalent to s(zK) = s(zD). We can then repeat the argument in Theorem
2.6.1 to obtain u = v as required. This proves uniqueness.

If T is a closed densely defined operator on H then the operator K in
Theorem 8.3.3 is called the modulus or absolute value of T and is
denoted by |T |. The partial isometry u is called the phase of T . These
definitions are familiar from the polar decomposition for bounded linear
operators in Theorem 2.6.1.
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Chapter 9

Spectral theorems for
unbounded operators

9.1 Continuous functional calculus for

unbounded operators

Our second major application of z-transforms is to construct functional
calculi and spectral theorems for certain unbounded operators. In this
section, we will begin by constructing an analogue of the continuous
functional calculus.

The idea is to start small and define a functional calculus for bounded
continuous functions. The C*-algebra we will work with is

Definition 9.1.1. Define Ctsb(R,C) to be the set of bounded continuous
functions from R to C. The set Ctsb(R,C) is a C*-algebra with addition,
multiplication and scalar multiplication defined pointwise on C, the
involution map defined by complex conjugation of functions and the norm
given by the uniform norm

‖f‖∞ = sup
x∈R
|f(x)|.

Let H be a Hilbert space and T : D(T )→ H be a self-adjoint operator.
Our goal is to define a unital *-homomorphism from Ctsb(R,C) to B(H) by
using the z-transform zT ∈ B(H). Define the function

ζ : R → C
t 7→ t√

1+t2
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Then, ζ ∈ Ctsb(R,C). In particular, ζ is a homeomorphism from R to
(−1, 1). By definition of the z-transform (see Definition 8.1.2), we want to
set up our unital *-homomorphism such that ζ(T ) = zT .

Since T is self-adjoint, the z-transform zT is self-adjoint and bounded. The
map f 7→ (f ◦ ζ−1)(zT ) is a map from Ctsb(R,C) to B(H).

We want this map to form the definition of the continuous functional
calculus from Ctsb(R,C) to B(H). A major complication presents itself
here. The function f ◦ ζ−1 ∈ Ctsb((−1, 1),C). However,

σ(zT ) ⊆ {λ ∈ C | |λ| ≤ ‖zT‖} ⊆ {λ ∈ C | |λ| ≤ 1}.

Since zT is self-adjoint, σ(zT ) ⊆ [−1, 1]. So, f ◦ ζ−1 6∈ Cts(σ(zT ),C) and we
cannot blindly apply Theorem 2.2.1 to define (f ◦ ζ−1)(zT ). Thus, the naive
construction does not work.

Nonetheless, we can construct a unital *-homomorphism from Ctsb(R,C) to
B(H). We have to work much harder though.

Theorem 9.1.1. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator. Define the function ζ by

ζ : R → C
t 7→ t√

1+t2

Then, there exists a unique unital *-homomorphism

Φb : Ctsb(R,C) → B(H)
f 7→ f(T )

such that ζ(T ) = zT .

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a
self-adjoint operator. Assume that ζ is the function defined as above.

The idea to rectifying our naive construction is to modify the composite
f ◦ ζ−1 slightly and define for f ∈ Ctsb(R,C)

f̃ : (−1, 1) 7→ C
t 7→ (f ◦ ζ−1)(t) · (1− t2)

1
2

The point of introducing the extra term (1− t2)
1
2 is that f̃ extends to a

continuous function from the closed interval [−1, 1] to C. Hence, we can
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consider the continuous function f̃ as a function with closed domain [−1, 1].

Now let ξ ∈ D(T ). By Theorem 8.2.1, there exists a unique η ∈ H such

that ξ = (I − z∗T zT )
1
2η = (I + T ∗T )−

1
2η. Since σ(zT ) ⊆ [−1, 1] and zT is a

bounded self-adjoint operator, we can use the continuous functional
calculus in Theorem 2.2.1 to define the map

φ : D(T ) → H

ξ 7→ f̃(zT )η

To show: (a) If ξ ∈ D(T ) then ‖φ(ξ)‖ <∞.

(a) First of all, the function f̃ is bounded. To see why this is the case, we
compute directly that for t ∈ [−1, 1],

(f̃ f̃)(t) = |f̃(t)|2

= |f(ζ−1(t))|2(1− t2)

≤ sup
x∈R
|f(x)|2 · (1− t2)

= ‖f‖2
∞(1− t2) ≤ ‖f‖2

∞ <∞.

Since the continuous functional calculus in Theorem 2.2.1 is an isometry, if
we apply the continuous functional calculus to the inequality

(f̃ f̃)(t) ≤ ‖f‖2
∞(1− t2), we obtain

f̃(zT )∗f̃(zT ) ≤ ‖f‖2
∞(I − z∗T zT ).

Thus,

‖φ(ξ)‖2 = ‖f̃(zT )η‖2

= 〈f̃(zT )η, f̃(zT )η〉
= 〈η, f̃(zT )∗f̃(zT )η〉
≤ ‖f‖2

∞〈η, (I − z∗T zT )η〉
= ‖f‖2

∞〈(I − z∗T zT )
1
2η, (I − z∗T zT )

1
2η〉

= ‖f‖2
∞〈ξ, ξ〉 = ‖f‖2

∞‖ξ‖2.

So, ‖φ‖ ≤ ‖f‖∞ <∞. This shows that the map φ is bounded and thus,
proves part (a).
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Since T is densely defined by assumption, D(T ) is dense in H. So, φ
extends to an operator φ̃ : H → H such that ‖φ̃‖ ≤ ‖f‖∞. Note that
φ̃ ∈ B(H). We now define f(T ) = φ̃.

To show: (b) The map f 7→ f(T ) is a unital *-homomorphism.

(b) Assume that f, g ∈ Ctsb(R,C). We want to show that
(f + g)(T ) = f(T ) + g(T ). By definition of φ̃, we have for ξ ∈ D(T )

(f + g)(T )(ξ) = ((f + g) ◦ ζ−1)(zT )(I − z∗T zT )
1
2 (η)

= (f ◦ ζ−1)(zT )(I − z∗T zT )
1
2 (η) + (g ◦ ζ−1)(zT )(I − z∗T zT )

1
2 (η)

= f̃(zT )(η) + g̃(zT )(η)

= f(T )(ξ) + g(T )(ξ)

where ξ = (I − z∗T zT )
1
2η. So, (f + g)(T ) = f(T ) + g(T ) on the dense

subpsace D(T ). Therefore, (f + g)(T ) = f(T ) + g(T ) on H.

Next, let 1 be the unit of the C*-algebra Ctsb(R,C). That is, let 1 be the
function which sends x ∈ R to 1. If ξ ∈ D(T ) then

1(T )(ξ) = (1 ◦ ζ−1)(zT )(I − z∗T zT )
1
2 (η) = I(I − z∗T zT )

1
2 (η) = I(ξ).

Since 1(T ) and I agree on the dense subspace D(T ), they must also be
equal on the entire Hilbert space H.

Next, we show that f(T ) = f(T )∗. We compute directly that for ξ ∈ D(T ),

f(T )(ξ) = (f ◦ ζ−1)(zT )(I − z∗T zT )
1
2 (η)

= (f ◦ ζ−1)(zT )(I − z∗T zT )
1
2 (η)

= f̃(zT )η = f(T )∗(ξ)

In the second equality, we used the fact that ζ−1 is a real-valued function.
In the final equality, we used the fact that the continuous functional
calculus in Theorem 2.2.1 is a unital *-isomorphism. Since f(T ) and f(T )∗

agree on D(T ), they must also agree on H because D(T ) is a dense
subspace of H.

Finally, we will show that f(T )g(T ) = (fg)(T ). Observe that if
h ∈ Ctsb(R,C) and ξ ∈ H then by definition of h̃,

218



h̃(zT )ξ = h(T )(1− z∗T zT )
1
2 ξ.

Using this identity, we find that if ρ ∈ D(T ∗T ) = (I − z∗T zT )H then

f(T )g(T )ρ = f(T )g(zT )(I − z∗T zT )ψ

= f(T )g(T )(I − z∗T zT )
1
2 (I − z∗T zT )

1
2ψ

= f(T )g̃(zT )(I − z∗T zT )
1
2ψ

= f(T )(I − z∗T zT )
1
2 g̃(zT )ψ (see Theorem 2.2.2)

= f̃(zT )g̃(zT )ψ

where ψ ∈ H satisfies ρ = (I − z∗T zT )φ. The crucial observation in this
computation is that if t ∈ (−1, 1) then

f̃(t)g̃(t) = (f ◦ ζ−1)(t)(1− t2)
1
2 (g ◦ ζ−1)(t)(1− t2)

1
2

=
(

((fg) ◦ ζ−1)(t)(1− t2)
1
2

)
(1− t2)

1
2

= f̃ g(t)(1− t2)
1
2 .

Consequently,

f(T )g(T )ρ = f̃(zT )g̃(zT )ψ

= f̃ g(zT )(I − z∗T zT )
1
2ψ

= (fg)(T )(I − z∗T zT )
1
2 (I − z∗T zT )

1
2ψ

= (fg)(T )(I − z∗T zT )ψ = (fg)(T )ρ.

Therefore, f(T )g(T ) = (fg)(T ) on D(T ∗T ), which is a dense subspace of H
by a consequence of Theorem 8.1.3. So, f(T )g(T ) = (fg)(T ) on H.
Consequently, we deduce that the map f 7→ f(T ) is a unital
*-homomorphism, which proves part (b).

To show: (c) ζ(T ) = zT .

(c) By definition of the map f 7→ f(T ), we compute directly that if

ξ ∈ D(T ) and η ∈ H satisfies (I − z∗T zT )
1
2η = ξ then

ζ(T )(ξ) = ζ̃(zT )(η)

= (ζ ◦ ζ−1)(zT )(I − z∗T zT )
1
2 (η)

= zT (I − z∗T zT )
1
2 (η) = zT (ξ).
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Since ζ(T ) = zT on the dense subspace D(T ), ζ(T ) = zT on H.

Finally, we will show that the unital *-homomorphism f 7→ f(T ) is unique.

To show: (d) The unital *-homomorphism f 7→ f(T ) is unique.

(d) Suppose that Φ : Ctsb(R,C)→ B(H) is another unital
*-homomorphism such that Φ(ζ) = zT . Since Φ is a unital
*-homomorphism, the values of Φ are uniquely determined by polynomials
in ζ. By Lemma 3.2.3, Φ must be a contraction and is thus, continuous.
This means that Φ is uniquely determined by its values on ϕ(ζ), where
ϕ ∈ Cts([−1, 1],C).

If f ∈ Ctsb(R,C) then define for t ∈ R and n ∈ Z>0

fn(t) =


f(−n), if t < −n,
f(t), if −n ≤ t ≤ n,

f(n), if t > n.

The idea is to show that if ξ ∈ D(T ) then Φ(fn)ξ → Φ(f)ξ as n→∞. This
means that Φ(f) is uniquely determined on D(T ), a dense subspace of H
by values of Φ on functions fn which have limits at ±∞.

Let us explain why this gives uniqueness of the continuous functional
calculus. Since fn(t)→ f(t) as n→∞, there exists a constant C ∈ R>0

such that if n ∈ Z>0 then ‖Φ(fn)‖ < C. Now assume that ξ ∈ H and
ε ∈ R>0. Since D(T ) is dense in H, we can select ξ′ ∈ D(T ) such that
‖ξ − ξ′‖ < ε/3C. We then argue that

‖Φ(fn)ξ − Φ(f)ξ‖ ≤ ‖Φ(fn)ξ − Φ(fn)ξ′‖+ ‖Φ(fn)ξ′ − Φ(f)ξ′‖+ ‖Φ(f)ξ′ − Φ(f)ξ‖
≤ ‖Φ(fn)‖‖ξ − ξ′‖+ ‖Φ(fn)ξ′ − Φ(f)ξ′‖+ ‖Φ(f)‖‖ξ − ξ′‖
< C

ε

3C
+ ‖Φ(fn)ξ′ − Φ(f)ξ′‖+ C

ε

3C
.

If we assume that Φ(fn)ξ′ → Φ(f)ξ′ as n→∞ then there exists N ∈ Z>0

such that if n > N then ‖Φ(fn)ξ′ − Φ(f)ξ′‖ < ε/3. Thus,

‖Φ(fn)ξ − Φ(f)ξ‖ < ε

and Φ(fn) must converge to Φ(f) on H. This shows that Φ(f) is uniquely
determined.
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To show: (da) If ξ ∈ D(T ) then Φ(fn)ξ → Φ(f)ξ as n→∞.

(da) Let g(t) = (1− ζ(t)2)
1
2 . Since values of Φ on polynomials in zT are

uniquely determined, we have

Φ(g2) = (1− ζ(t)2)(zT ) = I − z∗T zT
and by the uniqueness of positive square roots

Φ(g) = (I − z∗T zT )
1
2 .

Assume that ξ ∈ D(T ). By Theorem 8.2.1, there exists a unique η ∈ H
such that ξ = (I − z∗T zT )

1
2η. So, ξ = Φ(g)η and

Φ(fn)ξ = Φ(fn)Φ(g)η = Φ(fng)η.

Now observe that

|(fng)(t)− (fg)(t)| ≤ |
(
(fn − f)g

)
(t)|

≤ ‖fn − f‖∞ sup
|t|>n
|g(t)|

≤ 2‖f‖∞ sup
|t|>n
|g(t)|

→ 0

as n→∞. Thus, fng → fg uniformly on R and consequently,
Φ(fng)→ Φ(fg) in B(H). So,

lim
n→∞

Φ(fn)ξ = lim
n→∞

Φ(fng)η = Φ(fg)η = Φ(f)ξ.

This proves part (da).

(d) Thus, the continuous functional calculus f 7→ f(T ) is unique, which
completes the proof.

We want to extend Theorem 9.1.1 to continuous real-valued functions on R
(that is, functions in Cts(R,R)). Fortunately, this can be done thanks to a
specific result about the bounded continuous functional calculus we prove
below.

Lemma 9.1.2. Let f ∈ Ctsb(R,R) (f is a bounded real-valued function on
R) be such that if t ∈ R then f(t) 6= 0. Let H be a Hilbert space and
T : D(T )→ H be a self-adjoint operator. Then,

ker f(T ) = {0}.

221



Proof. Assume that f ∈ Ctsb(R,R) and if t ∈ R then f(t) 6= 0. Assume
that H is a Hilbert space and T : D(T )→ H is a self-adjoint operator. In
the setting of Theorem 9.1.1, define

a = f(T ), b = f̃(zT ) and c = (I − z∗T zT )
1
2 .

We first claim that b ∈ B(H) has kernel ker b = {0}.

To show: (a) ker b = {0}.

(a) Invoking the spectral theorem in Theorem 3.1.9, we can assume that
the z-transform zT is a multiplication operator Mg : L2(X,µ)→ L2(X,µ)
for some semifinite measure space (X,µ) and g ∈ L∞(X,µ).

We know that ker(I − z2
T ) = ker(I − z∗T zT ) = {0} by Theorem 8.2.5. Then,

±1 cannot be eigenvalues for zT = Mg. By applying Lemma 3.1.7, the set

{ω ∈ X | g(ω) = ±1}

must have measure 0. Thus, b = f̃(zT ) is the multiplication operator Mf̃◦g.

Now since f̃(t) 6= 0 for t ∈ (−1, 1),

µ({ω ∈ X | (f̃ ◦ g)(ω) = 0}) = 0.

By another application of Lemma 3.1.7, we find that b has no non-trivial
eigenvalues. Hence, ker b = {0} as required.

By definition of the functional calculus for T in Theorem 9.1.1, we have for
η ∈ H

acη = bη.

Since a, b and c are all bounded self-adjoint operators, we find that

ca = (ac)∗ = b∗ = b = ac.

So, b = ac = ca and ker a ⊂ ker b = {0}.

Using Lemma 9.1.2, we can extend Theorem 9.1.1 as follows.

Theorem 9.1.3. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator. If f ∈ Cts(R,R) then there exists a unique closed
densely defined operator f(T ) such that zf(T ) = (ζ ◦ f)(T ), where ζ is the
function
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ζ : R → R
t 7→ t√

1+t2

Moreover, f(T ) is self-adjoint.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a
self-adjoint operator. Assume that f ∈ Cts(R,R).

Now let z = (ζ ◦ f)(T ). Then, ζ ◦ f ∈ Ctsb(R,R) and

‖z‖ ≤ ‖ζ ◦ f‖∞ ≤ ‖ζ‖∞ = 1

because the unital *-homomorphism which maps ζ ◦ f to (ζ ◦ f)(T ) in
Theorem 9.1.1 is a contraction by Lemma 3.2.3.

Next, observe that

I − z∗z = g(T )

where g(t) = 1− ζ(f(t))2 > 0 for t ∈ R. Hence, we can use Lemma 9.1.2 to
deduce that ker(I − z∗z) = {0}.

By Theorem 8.2.5, z must be the z-transform of a unique closed densely
defined operator, which we call f(T ).

To see that f(T ) is self-adjoint, we first observe that z = z∗ because the
function ζ ◦ f is real-valued and thus, equal to its complex conjugate. Next,
we use Theorem 8.2.7 and the fact that z = z∗ in order to find that

zf(T )∗ = z∗f(T ) = z∗ = z = zf(T ).

By Theorem 8.2.2, we deduce that f(T ) is self-adjoint as required.

9.2 Borel functional calculus for unbounded

operators

We begin with a simple observation. Let H be a Hilbert space and
T : D(T )→ H be a self-adjoint operator. Then, the z-transform zT ∈ B(H)
is a self-adjoint operator such that σ(zT ) ⊆ [−1, 1]. In particular, we can
apply Theorem 3.1.9 to zT . This leads us to the following result.
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Theorem 9.2.1. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator on H. Then, there exists a semifinite measure space
(X,µ), a measurable function f : X → R and a unitary operator
u ∈ B(L2(X,µ), H) such that T = uMfu

∗. Moreover, the spectrum
σ(T ) = Vess(f).

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a
self-adjoint operator on H. By Theorem 8.2.7 and Theorem 8.2.2, the
z-transform zT is a self-adjoint operator.

By applying Theorem 3.1.9, we find that there exists a semifinite measure
space (X,µ), a measurable function F : X → R and a unitary operator
u ∈ B(L2(X,µ), H) such that zT = uMFu

∗.

Now consider the operator S = u∗Tu. By Theorem 8.2.8, we have

zS = u∗zTu = u∗(uMFu
∗)u = MF .

The domain of S is therefore given by (see Theorem 8.2.1)

D(S) = {(I − z∗SzS)
1
2φ | φ ∈ L2(X,µ)}

= {(I −M2
F )

1
2φ | φ ∈ L2(X,µ)}

= {M√1−F 2φ | φ ∈ L2(X,µ)}.

Since ker(I − z∗SzS) = {0}, we can invoke Lemma 3.1.7 to find that√
1− F 2 6= 0 almost everywhere on X. Hence, the function

f =
F√

1− F 2

is well-defined and finite almost everywhere on X. Also, if
ψ =
√

1− F 2φ ∈ D(S) where φ ∈ L2(X,µ) then

Sψ = zSφ (By Theorem 8.2.1)

= MFφ = Fφ

= S
√

1− F 2φ

= f
√

1− F 2φ = fψ = Mfψ.

Therefore, D(S) ⊂ D(Mf ) and if ψ ∈ D(S) then Sψ = Mfψ. So, S ≺Mf

(Mf is an extension of S). Notice that both S and Mf are both self-adjoint
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operators. In particular, the latter is self-adjoint because the function
f : X → R is real-valued.

Since S cannot have a self-adjoint extension, we find that S = Mf and
T = uSu∗ = uMfu

∗.

Now since T and Mf are unitarily equivalent operators, σ(T ) = σ(Mf ). By
Theorem 3.1.6, σ(Mf ) = Vess(f) (see Definition 3.1.4). Hence,
σ(T ) = σ(Mf ) as required.

Analogously to bounded operators, Theorem 9.2.1 leads straight to an
extension of the Borel functional calculus given in Theorem 3.2.4.

Theorem 9.2.2. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator on H. Let Bor(R,C) denote the set of bounded Borel
functions on R. Then, there exists a unique unital *-homomorphism

Φb : Bor(R,C) → B(H)
g 7→ g(T )

such that if ζ is the function

ζ : R → C
t 7→ t√

1+t2

then ζ(T ) = zT . Furthermore, if {gn}n∈Z>0 is a uniformly bounded sequence
of Borel functions converging pointwise to g then gn(T )→ g(T ) as n→∞
with respect to the strong topology.

Proof. Assume that H is a Hilbert space and T : D(T )→ H be a
self-adjoint operator on H. By Theorem 9.2.1, there exists a semifinite
measure space (X,µ), a measurable function f : X → R and a unitary
operator u ∈ B(L2(X,µ), H) such that T = uMfu

∗.

In particular, the proof of Theorem 3.1.9 suggests that we can assume X is
a LCH space (locally compact Hausdorff), µ is a Borel measure on X and f
is a Borel function. Now if g ∈ Bor(R,C) is a bounded Borel function on R
then the composite g ◦ f is a bounded Borel function on X. Hence, we
define g(T ) = Φb(g) by

g(T ) = uMg◦fu
∗.

Arguing similarly to Theorem 3.2.4, we find that Φb is a contractive unital
*-homomorphism. In particular, ‖g(T )‖ ≤ ‖g‖∞.

225



Assume that ζ is the function defined as above. Then,

ζ(T ) = Φb(ζ) = uM f√
1+f2

u∗.

Recall from the proof of Theorem 9.2.1, we have T = uMfu
∗, where

f =
F√

1− F 2

and zT = uMFu
∗. If we rearrange the above equation for F , we find that

F =
f√

1 + f 2
.

Consequently, ζ(T ) = uMFu
∗ = zT .

Next, let {gn}n∈Z>0 be a uniformly bounded sequence of Borel functions
converging pointwise to g. If ξ ∈ H then

‖gn(T )ξ − g(T )ξ‖2 = ‖uM(gn−g)◦fu
∗ξ‖2

= ‖uM(gn−g)◦fψ‖2

= ‖M(gn−g)◦fψ‖2 (since u is isometric)

=

∫
X

|gn(f(w))− g(f(w))|2|ψ(w)|2 dµ(w)

→ 0.

In the last line, we applied the dominated convergence theorem. So,
gn(T )→ g(T ) as n→∞ in the strong topology.

Finally, we will show that Φb is unique. First, note that Φb restricts to a
unital *-homomorphism from Ctsb(R,C) to B(H), which satisfies
ζ(T ) = zT . By uniqueness in Theorem 9.1.1, Φb must coincide with the
unital *-homomorphism in Theorem 9.1.1 on Ctsb(R,C).

Arguing in a similar manner to Theorem 3.2.5, we find that Φb is unique,
which completes the proof.

9.3 Spectral measures for unbounded

self-adjoint operators

As usual, let H be a Hilbert space and T : D(T )→ H be a self-adjoint
operator. The main goal of this section is to express T as an integral with
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respect to a particular spectral measure on R. Previously, we have
considered integrals of bounded Borel functions over spectral measures.
This time, we will be dealing with arbitrary Borel functions.

Before we proceed, we recall some of the main definitions and constructions
pertaining to spectral measures:

1. The definition of a spectral measure is given in Definition 3.3.1.

2. The total variation of a measure is defined in Definition 3.3.2.

3. Let H be a Hilbert space and η, ξ ∈ H. Let X be a set and A be a
σ-algebra on X. We define the map

〈ξ|Eη〉 : A → C
∆ 7→ 〈E(∆)η, ξ〉

This is a finite complex-valued measure on (X,A), with finite total
variation.

4. Let f ∈ Bor(X,C) be a bounded Borel function. By using the Riesz
representation theorem, we were able to define a bounded operator
xf ∈ B(H) such that

〈xfη, ξ〉 =

∫
X

f(w) d〈ξ|E(w)η〉.

5. Finally, recall that we have a unital *-homomorphism given by
Theorem 3.3.1.

We commence with the following lemma.

Lemma 9.3.1. Let H be a Hilbert space and ϕ, ψ ∈ H. Let X be a set and
A be a σ-algebra on X. Let E be a spectral measure on (X,A). Let
g ∈ Bor(X,C). Then,

∣∣ ∫
X

g d〈ϕ|Eψ〉
∣∣ ≤ ‖ϕ‖(∫

X

|g|2 d〈ψ|Eψ〉
) 1

2
.

Proof. Assume that H is a Hilbert space and ϕ, ψ ∈ H. Let |〈ϕ|Eψ〉| be
the total variation of 〈ϕ|Eψ〉.

Since 〈ϕ|Eψ〉 is a finite complex-valued measure, we can apply the
Radon-Nikodym theorem. In particular, we have
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∣∣∣ ∫
X

g d〈ϕ|Eψ〉
∣∣∣ ≤ ∫

X

|g| d|〈ϕ|Eψ〉|

=

∫
X

|g| d|〈ϕ|Eψ〉|
d〈ϕ|Eψ〉

d〈ϕ|Eψ〉

=

∫
X

ug d〈ϕ|Eψ〉

where u : X → C is a measurable function with modulus 1 almost
everywhere on X. This uses [Coh13, Corollary 4.2.6] as well as the fact that
we can write g ∈ Bor(X,C) as g = p|g|, where p : X → C satisfies
‖p‖∞ = 1.

Hence, we have

∣∣∣ ∫
X

g d〈ϕ|Eψ〉
∣∣∣ ≤ ∫

X

ug d〈ϕ|Eψ〉

= 〈xugψ, ϕ〉
= |〈xug, ψ, ϕ〉
≤ ‖ϕ‖‖xugψ‖.

It remains to compute the quantity ‖xugψ‖. By definition, we have

‖xugψ‖2 = 〈xugψ, xugψ〉
= 〈x|ug|2ψ, ψ〉 (See Theorem 3.3.1)

=

∫
X

|u(w)g(w)|2 d〈ψ|E(w)ψ〉

=

∫
X

|g(w)|2 d〈ψ|E(w)ψ〉.

Therefore,∣∣∣ ∫
X

g d〈ϕ|Eψ〉
∣∣∣ ≤ ‖ϕ‖‖xugψ‖ = ‖ϕ‖

(∫
X

|g(w)|2 d〈ψ|E(w)ψ〉
) 1

2
.

Soon, we will need the following computation, which is valid for bounded
Borel functions f, g ∈ Bor(X,C):

228



∫
X

gf d〈ϕ|Eψ〉 = 〈xfxgψ, ϕ〉 = 〈xgψ, xfϕ〉 =

∫
X

g d〈xfϕ|Eψ〉.

Hence, we have the equality of complex-valued measures

〈xfϕ|Eψ〉 = f d〈ϕ|Eψ〉. (9.1)

In the next theorem, f is now a general Borel function from X to C. In
order to define the integral of f , we must first have a domain which is dense
in H.

Theorem 9.3.2. Let H be a Hilbert space and ψ ∈ H. Let X be a set and
A be a σ-algebra on X. Let E be a spectral measure on (X,A). Let
f : X → C be a measurable function and define

Df = {ψ ∈ H |
∫
X

|f |2 d〈ψ|Eψ〉 <∞}.

Then, Df is a dense subspace of H.

Proof. Assume that n ∈ Z>0. We define

Λn = {ω ∈ X | |f(ω)| ≤ n}.
Now let ψ ∈ E(Λn)H. If ∆ ⊆ X is measurable then

E(∆)ψ = E(∆)E(Λn)ψ = E(∆ ∩ Λn)ψ.

Hence, the spectral measure 〈ψ|Eψ〉 satisfies

〈ψ|Eψ〉(∆) = 〈ψ|E(∆)ψ〉
= 〈ψ|E(∆ ∩ Λn)ψ〉
= 〈ψ|Eψ〉(∆ ∩ Λn).

We will now show that the images E(Λn)H ⊆ Df for n ∈ Z>0.

To show: (a) If n ∈ Z>0 then the image E(Λn)H ⊆ Df .

(a) Assume that n ∈ Z>0. Assume that f : X → C is a measurable
function. Utilising the most recent finding, we have

∫
X

|f |2 d〈ψ|Eψ〉 =

∫
Λn

|f |2 d〈ψ|Eψ〉

≤ n2‖ψ‖2 <∞
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In the second last inequality, we used the definition of Λn. Therefore,
E(Λn)H ⊆ Df .

The characteristic functions {χΛn}n∈Z>0 converge to 1 pointwise as n→∞.
Hence, E(Λn)ψ → ψ as n→∞. Thus, Df is a dense subspace of H.

It remains to show that Df is a vector subspace of H. Assume that
ψ, ϕ ∈ Df . If ∆ ∈ A then

‖E(∆)(ψ + ϕ)‖2 ≤ (‖E(∆)ψ‖+ ‖E(∆)ϕ‖)2

≤ 2‖E(∆)ψ‖2 + 2‖E(∆)ϕ‖2.

The last inequality follows from the AM-GM inequality. This means that

〈ψ + ϕ|E(ψ + ϕ)〉 ≤ 2〈ψ|Eψ〉+ 2〈ϕ|Eϕ〉.

and consequently,

∫
X

|f |2 d〈ψ + ϕ|E(ϕ+ ψ)〉 ≤ 2

∫
X

|f |2 d〈ψ|E(ϕ)〉+ 2

∫
X

|f |2 d〈ϕ|E(ψ)〉
<∞.

Hence, ψ + ϕ ∈ Df . Now if λ ∈ C then

∫
X

|f |2 d〈λϕ|E(λϕ)〉 ≤ |λ|2
∫
X

|f |2 d〈ϕ|E(ϕ)〉
<∞.

Hence, Df is a dense vector subspace of H.

With Theorem 9.3.2, we can now define an operator xf from a measurable
function f : X → C. We want the domain D(xf ) = Df as in Theorem 9.3.2.
Let ψ ∈ D(xf ) and ϕ ∈ H. By Lemma 9.3.1 and the dominated
convergence theorem, we find that

∣∣ ∫
X

f d〈ϕ|Eψ〉
∣∣ ≤ ‖ϕ‖(∫

X

|f |2 d〈ψ|Eψ〉
) 1

2
.

Therefore, the map

ϕ 7→
∫
X

f d〈ϕ|Eψ〉
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is a bounded linear functional on H. By the Riesz representation theorem,
there exists a unique η ∈ H such that∫

X

f d〈ϕ|Eψ〉 = 〈η, ϕ〉.

Thus, we define xf by

xf : Df = D(xf ) → H
ψ 7→ η

The expression
∫
X
f d〈ϕ|Eψ〉 which defines η is linear in ψ. By Theorem

9.3.2, we find that xf is a densely defined linear operator. Furthermore, if
f ∈ Bor(X,C) then this definition of xf corresponds to the one in Theorem
3.3.1.

The operator xf is also additive with respect to the measurable function f .
To see what this means, assume that f1 and f2 are measurable functions
from X to C. Let ψ ∈ D(xf1) ∩D(xf2) = Df1 ∩Df2 . If ϕ ∈ H then

〈xf1ψ, ϕ〉+ 〈xf2ψ, ϕ〉 =

∫
X

f1 d〈ϕ|Eψ〉+

∫
X

f2 d〈ϕ|Eψ〉

=

∫
X

f1 + f2 d〈ϕ|Eψ〉 = 〈xf1+f2ψ, ϕ〉.

Hence, xf1 + xf2 = xf1+f2 . The next theorem is dedicated to proving more
properties about xf .

Theorem 9.3.3. Let E be a spectral measure on the measurable space
(X,A). Then,

1. If f : X → C is a measurable/Borel function then the operator xf is
closed.

2. If ψ ∈ D(xf ) then

‖xfψ‖2 =

∫
X

|f |2 d〈ψ|Eψ〉.

3. If f, g : X → C are measurable functions then xfxg ≺ xfg and
D(xfxg) = Dg ∩Dfg

4. If f : X → C is a measurable function then x∗f = xf .
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Proof. Assume that E is a spectral measure on the measurable space
(X,A), where X is a set and A is a σ-algebra on X.

To show: (a) If ψ ∈ D(xf ) then ‖xfψ‖2 =
∫
X
|f |2 d〈ψ|Eψ〉.

(a) Assume that ψ ∈ Df . For n ∈ Z, define

Λn = {ω ∈ X | |f(ω)| ≤ n}.

Let χn be the characteristic function of Λn and define fn = χnf . Then,
fn ∈ Bor(X,C) is bounded for n ∈ Z and Df−fn = Df . We have

‖xfψ − xfnψ‖2 = 〈xfψ − xfnψ, xfψ − xfnψ〉
= 〈xf−fnψ, xf−fnψ〉

=
∣∣ ∫

X

(f − fn) d〈xf−fnψ|Eψ〉
∣∣

≤ ‖xf−fnψ‖
(∫

X

|f − fn|2 d〈ψ|Eψ〉
) 1

2
.

By the dominated convergence theorem,

‖xfψ − xfnψ‖ ≤
(∫

X

|f − fn|2 d〈ψ|Eψ〉
) 1

2 → 0

as n→∞. Since fn is bounded, we know that by Theorem 3.3.1

‖xfnψ‖2 = 〈x|fn|2ψ, ψ〉 =

∫
X

|fn|2 d〈ψ|Eψ〉.

Since ‖xfψ − xfnψ‖ → 0, we obtain

‖xfψ‖2 =

∫
X

|f |2 d〈ψ|Eψ〉

as required.

To show: (b) If f, g : X → C are measurable functions then xfxg ≺ xfg and
D(xfxg) = Dg ∩Dfg

(b) First assume that g : X → C is measurable and f ∈ Bor(X,C). Then,
Dg ⊆ Dfg. If ψ ∈ Dg and ϕ ∈ H then
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〈xfxgψ, ϕ〉 = 〈xgψ, xfϕ〉

=

∫
X

g d〈xfϕ|Eψ〉

=

∫
X

fg d〈ϕ|Eψ〉 (See equation (9.1))

= 〈xfgψ, ϕ〉.

We have shown that if ψ ∈ Dg and f ∈ Bor(X,C) is bounded then
xfxgψ = xfgψ. Consequently,∫

X

|f |2 d〈xgψ|Exgψ〉 = ‖xfxgψ‖2 = ‖xfgψ‖2 =

∫
X

|fg|2 d〈ψ|Eψ〉.

The above equation holds for any bounded measurable function f . Thus, it
also holds for any measurable function f : X → C by a similar argument to
part (a) using the dominated convergence theorem. The above equation
tells us that for a measurable function f , xgψ ∈ D(xf ) = Df if and only if
ψ ∈ Dfg. Therefore, D(xfxg) = Dfg ∩Dg and because xfxgψ = xfgψ for
ψ ∈ Dg, xfxg ≺ xfg.

To show: (c) If f : X → C is a measurable function then x∗f = xf .

(c) Once again, assume that f : X → C is a measurable function. We will
use the bounded Borel functions {fn}n∈Z>0 constructed in part (a).

Assume that ψ ∈ Df and ϕ ∈ Df = Df .

To see that ϕ ∈ D(x∗f ), we compute directly that

〈xfψ, ϕ〉 = lim
n→∞
〈xfnψ, ϕ〉

= lim
n→∞
〈ψ, xfnϕ〉

= 〈ψ, xfϕ〉.

So, ϕ ∈ D(x∗f ). Furthermore, we also showed that x∗fψ = xfψ. So, xf ≺ x∗f .

Now let ξ ∈ D(x∗f ). By part (b) and the definition of fn, we have
xfn = xfxχn . Since xχn is self-adjoint, we have

xχnx
∗
f ≺ (xfxχn)∗ = x∗fn = xfn .
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In particular, xχnx
∗
fξ = xfnξ for n ∈ Z>0.

To see that ξ ∈ D(xf ) = Df , we compute directly that

∫
X

|fn|2 d〈ξ|Eξ〉 = ‖xfnξ‖
2

= ‖xχnx∗fξ‖2

=

∫
X

|χn|2 d〈x∗fξ|Ex∗fξ〉

≤ 〈x∗fξ|Ex∗fξ〉(X) <∞

because 〈x∗fξ|Ex∗fξ〉 is a finite measure. By the dominated convergence
theorem, we must have ∫

X

|f |2 d〈ξ|Eξ〉 <∞.

Therefore, ξ ∈ D(xf ) = Df and D(x∗f ) ⊆ D(xf ). In conjunction with the
previous finding that xf ≺ x∗f , we deduce that xf = x∗f .

To show: (d) If f : X → C is measurable then the operator xf is closed.

(d) By applying the result of part (c) to the measurable function
f : X → C, we find that xf = x∗

f
. Since xf is the adjoint of another densely

defined linear operator, xf must be closed as a consequence of Theorem
7.2.1.

Here is the main result of this section.

Theorem 9.3.4. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator. Then, there exists a unique spectral measure ET on R
such that

T =

∫
R
λ dET (λ).

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a
self-adjoint operator. Let X = σ(zT ) and A be the Borel σ-algebra on
σ(zT ). Recall that the spectral measure EzT is defined by

EzT : A → Proj(B(H))
∆ 7→ χ∆(zT ).
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where χ∆ is the characteristic function on ∆. Since σ(zT ) ⊆ [−1, 1], we can
treat EzT as a Borel spectral measure on the interval [−1, 1]. Moreover, ±1
are not eigenvalues of zT because ker(I − z∗T zT ) = {0}. So,
EzT ({−1, 1}) = 0. Hence, EzT is a spectral measure on the open interval
(−1, 1).

Define

S =

∫ 1

−1

µ√
1− µ2

dEzT (µ).

We claim that S = T .

To show: (a) S = T .

(a) First note that S = xf , where f(µ) = µ√
1−µ2

. Now set g(µ) =
√

1− µ2.

By Theorem 9.3.3, we have

Sxg = xfxg ≺ xfg =

∫ 1

−1

µ dEzT (µ) = zT .

Now since g and fg are bounded on the open interval (−1, 1),
D(Sxg) = Dg ∩Dfg = H. In tandem with the fact that Sxg ≺ zT , we
deduce that Sxg = xfxg = zT .

By Theorem 3.3.2, we have xg = g(zT ) = (I − z2
T )

1
2 . Hence, the equality

Sxg = zT becomes

S(I − z2
T )

1
2 = Sxg

= zT = T (I + T ∗T )−
1
2

= T (I − z2
T )

1
2 .

Since D(T ) ⊆ D(S) = H, we deduce that T ≺ S. Since S and T are
self-adjoint, S = T .

Now, let R be the Borel σ-algebra associated to R. For ∆ ∈ R, define

ET (∆) = EzT (ζ(∆))

where ζ is the homeomorphism
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ζ : R → (−1, 1)
t 7→ t√

1+t2

In particular, ET is the pushforward of EzT by ζ−1 and is thus, a spectral
measure on (R,R). We have

T =

∫ 1

−1

µ√
1− µ2

dEzT (µ)

=

∫ 1

−1

ζ−1(µ) dEzT (µ)

=

∫
R
λ dET (λ).

To show: (b) The spectral measure ET is unique.

(b) Assume that E is another Borel spectral measure on R such that

T =

∫
R
λ dE(λ).

Then, zT = ζ(T ) =
∫
R

λ√
1+λ2

dE(λ). Now let E ′ be the pushforward of E

onto (−1, 1) by ζ. Then,

zT =

∫
R

λ√
1 + λ2

dE(λ)

=

∫
R
ζ(λ) dE(λ)

=

∫ 1

−1

µ dE ′(µ).

By uniqueness of the spectral measure of zT (see Theorem 3.3.2), we must
have E ′ = EzT . Since ζ is a homeomorphism, the pushforward measures E
and ET must be equal. So, ET is unique as required.

Let us note some specific consequences of Theorem 9.3.4. Since
T =

∫
R λ dET (λ), we can define a functional calculus for T via the map

f 7→ f(T ) =

∫
R
f(λ) dET (λ). (9.2)
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Here, f : R→ C is a (not necessarily bounded) Borel function. If f is
bounded then we recover the functional calculus in Theorem 9.2.2.

Additionally, if f, g : R→ C are Borel functions and g is bounded then
f(T )g(T ) = (fg)(T ). To see why this is the case, we compute directly that

D(f(T )g(T )) = Dg ∩Dfg = H ∩Dfg = D((fg)(T )).

By Theorem 9.3.3, we have

g(T )f(T ) ≺ (gf)(T ) = (fg)(T ) = f(T )g(T ).

So, f(T )g(T ) = (fg)(T ). In the above equation, one cannot expect
equality. For instance, if f(T ) is unbounded and g = 0 then the domain of
g(T )f(T ) is D(f(T )) and the domain of f(T )g(T ) is all of H.

Let us reconcile Theorem 9.3.4 with Theorem 9.1.3, which says that f(T ) is
the unique closed, densely defined operator whose z-transform is (ζ ◦ f)(T ),
where ζ(x) = x√

1+x2
.

Is f(T ) in Theorem 9.1.3 the same f(T ) defined in equation (9.2)?

Let ET be the spectral measure of T in Theorem 9.3.4. Let f : R→ R be a
continuous real-valued function. With f∗ET denoting the pushforward of
ET by f , we have∫

R
λ d(f∗ET )(λ) =

∫
R
f(λ) dET (λ) = f(T ).

By uniqueness of the spectral measure of f(T ) in Theorem 9.3.4, we must
have Ef(T ) = f∗ET . So,

zf(T ) =

∫
R
ζ(u) dEf(T )(µ)

=

∫
R
(ζ ◦ f)(λ) dET (λ)

= (ζ ◦ f)(T ).

Therefore, the z-transform of f(T ) in Theorem 9.3.4 is the operator whose
z-transform is given in Theorem 9.1.3.
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Chapter 10

Self-adjoint extensions of
symmetric operators

10.1 The Cayley transform

One of the main questions about unbounded operators is whether
symmetric/Hermitian operators have a self-adjoint extension. The idea here
is that self-adjoint operators are crucial to several fields, such as quantum
physics and partial differential equations. However, many operators which
arise from problems turn out to be merely symmetric. This chapter is
dedicated to developing a few results about self-adjoint extensions of
operators, with the z-transform playing an important role.

First, we recall the definition of a symmetric/Hermitian operator.

Definition 10.1.1. Let H be a Hilbert space and T : D(T )→ H be a
densely defined operator. We say that T is symmetric or Hermitian if
T ≺ T ∗.

Recall that the expression T ≺ T ∗ means that D(T ) ⊂ D(T ∗) and T = T ∗

on the dense subspace D(T ).

We want to define the Cayley transform, a useful tool for studying
self-adjoint extensions. We need the following lemma about z-transforms to
do this.

Lemma 10.1.1. Let H be a Hilbert space and S, T be densely defined
operators on H. Then, T ≺ S if and only if

(I − zSz∗S)
1
2 zT = zS(I − z∗T zT )

1
2 .
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Proof. Assume that H is a Hilbert space and S, T are two densely defined
operators on H.

By Theorem 8.2.1, the graphs of S and T are

G(S) = {((I − z∗SzS)
1
2 ξ, zSξ) | ξ ∈ H}

and

G(T ) = {((I − z∗T zT )
1
2 ξ, zT ξ) | ξ ∈ H}.

The key idea is that we can express these graphs as G(T ) = UzT (H ⊕ {0})
and G(S) = UzS(H ⊕ {0}). Here, UzT is a unitary operator on H ×H
defined by

UzT =

(
(I − z∗T zT )

1
2 −z∗T

zT (I − zT z∗T )
1
2

)
The unitary operator UzS is defined similarly. Consequently, the statement
T ≺ S is equivalent to saying that G(T ) ⊂ G(S). So,

UzT (H ⊕ {0}) ⊂ UzS(H ⊕ {0})

and

U∗zSUzT (H ⊕ {0}) ⊂ H ⊕ {0}.

Now, the only operators on H ⊕H which preserve the subspace H ⊕ {0}
are the ones with matrix form (

∗ ∗
0 ∗

)
.

So, T ≺ S if and only if the operator U∗zSUzT takes on the above matrix
form. Computing U∗zSUzT , we find that

U∗zSUzT =

(
(I − z∗SzS)

1
2 z∗S

−zS (I − zSz∗S)
1
2

)(
(I − z∗T zT )

1
2 −z∗T

zT (I − zT z∗T )
1
2

)
=

(
∗ ∗

−zS(I − z∗T zT )
1
2 + (I − zSz∗S)

1
2 zT ∗

)
.

Therefore, T ≺ S if and only if zS(I − z∗T zT )
1
2 = (I − zSz∗S)

1
2 zT as

required.
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Before we develop the Cayley transform, we will introduce some notation
used for handling partial isometries. It is useful to recall the notion of a
partial isometry by consulting Theorem 2.5.1 and Theorem 2.5.2. In
particular, Theorem 2.5.1 is the definition of a partial isometry.

Let v ∈ B(H) be a partial isometry. By Theorem 2.5.2, there exists a
closed subspace S ⊂ H such that if ξ ∈ S⊥ then vξ = 0 and if η ∈ S then
‖vη‖ = ‖η‖.

Define v̊ to be the restriction v|S. We think of v̊ as an operator on H with
domain D(̊v) = S. For instance, if x ∈ B(H) then the operator x+ v̊ has
domain D(x+ v̊) = D(x) ∩D(̊v) = S. Also, we have the bijective
correspondence

{Partial isometries on H} ↔
{Isometric operators defined

on closed subspaces of H

}
v 7→ v̊

In what follows, we let T : D(T )→ H be a symmetric operator.

Definition 10.1.2. Let H be a Hilbert space and T : D(T )→ H be a
symmetric operator. A self-adjoint extension of T is a densely defined
operator S : D(S)→ H such that T ≺ S and S = S∗.

Recall that by Theorem 7.2.1, a self-adjoint operator must be closed
because its graph is the graph of its adjoint, which is always a closed
subspace of H ×H. By Theorem 7.2.2, a symmetric operator must be
closable. Since T ≺ T ∗, the domain D(T ∗) is a dense subspace of H. So, T ∗

is densely defined and hence, T is closable.

Consequently, any self-adjoint extension of T also qualifies as an extension
of the closure T because if S is a self-adjoint extension of T then G(S) is a
closed subspace of H ×H which contains G(T ) and

G(T ) = G(T ) ⊆ G(S).

Without loss of generality, we may assume that T is a closed, symmetric
operator. Since T ≺ T ∗, we can use Lemma 10.1.1 to deduce that

(I − z∗T zT )
1
2 zT = z∗T (I − z∗T zT )

1
2 .

We define the bounded operators w+ and w− by

w± = zT ± i(I − z∗T zT )
1
2 .
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Lemma 10.1.2. Let H be a Hilbert space and T : D(T )→ H be a closed
symmetric operator. Let w+, w− ∈ B(H) be defined by

w± = zT ± i(I − z∗T zT )
1
2 .

Then, w+ and w− are isometries.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed,
symmetric operator. Assume that w+, w− ∈ B(H) are defined as above.

To see that w+ and w− are isometries, we compute directly from the
definition that

w∗±w± = (z∗T ∓ i(I − z∗T zT )
1
2 )(zT ± i(I − z∗T zT )

1
2 )

= z∗T zT ± iz∗T (I − z∗T zT )
1
2 ∓ i(I − z∗T zT )

1
2 zT + (I − z∗T zT )

= z∗T zT + (I − z∗T zT ) = I.

Hence, w+ and w− are isometries.

Let us make some more definitions with regards to w+ and w−.

Definition 10.1.3. Let H be a Hilbert space and T : D(T )→ H be a
closed, symmetric operator. Let w+ and w− be the isometries defined in
Lemma 10.1.2. Let W± = w±H.

The deficiency subspaces of T , denoted by D±, are defined by D+ = W ⊥
+

and D− = W ⊥
− .

The dimensions of the deficiency subspaces, denoted by n±, are called the
deficiency indices of T .

Here is a result regarding the deficiency subspaces D+ and D−.

Lemma 10.1.3. Let T : D(T )→ H be a closed, symmetric operator. Then,
the deficiency subspaces D± of T satisfy

D± = ker(T ∗ ∓ iI).

Proof. Assume that T : D(T )→ H is a closed symmetric operator. By
definition, D± = W ⊥

± . Thus, ζ ∈ D± if and only if

〈ζ, zT ξ ± i(I − z∗T zT )
1
2 ξ〉 = 0.
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for any ξ ∈ H. By using Theorem 8.2.1, we find that the above equation
reduces to

〈ζ, Tψ ± iψ〉 = 0

for ψ ∈ D(T ). In turn, the above equation holds if and only if
ζ ∈ D((T ± iI)∗) and (T ± iI)∗ζ = 0. Using Theorem 7.3.7, we find that
(T ± iI)∗ζ = (T ∗ ∓ iI)ζ = 0 and consequently, ζ ∈ ker(T ∗ ∓ iI).

Thus, we obtain D± = ker(T ∗ ∓ iI).

In order to understand why we can define the Cayley transform in the first
place, we require the following lemma, which shows that the Cayley
transform arises from a partial isometry.

Theorem 10.1.4. Let H be a Hilbert space and T : D(T )→ H be a closed,
symmetric operator. Let cT = w−w

∗
+, where w+ and w− are the isometries

defined in Lemma 10.1.2. Then, cT is a partial isometry with initial
subspace W+ and final subspace W−.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
symmetric operator. Assume that cT = w−w

∗
+. To see that cT is a partial

isometry, we compute directly that

cT (cT )∗cT = w−w
∗
+(w−w

∗
+)∗w−w

∗
+

= w−(w∗+w+)(w∗−w−)w∗+
= w−w

∗
+ = cT .

In the second last equality, we used Lemma 10.1.2. By Theorem 2.5.1, we
deduce that cT is a partial isometry.

Recall that the initial subspace of cT is the image of c∗T cT = w+w
∗
+ and the

final subspace of cT is the image of cT c
∗
T = w−w

∗
−. Hence, the initial

subspace of cT is W+ and the final subspace of cT is W−.

Definition 10.1.4. Let H be a Hilbert space and T : D(T )→ H be a
closed symmetric operator. Let

w± = zT ± i(I − z∗T zT )
1
2

and cT = w−w
∗
+ be the partial isometry defined in Theorem 10.1.4. The

operator c̊T : W+ → H is called the Cayley transform of T .
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As usual, we will prove some properties satisfied by the Cayley transform.
First, we note that the graph of T can be recovered from the graph of c̊T .

Theorem 10.1.5. Let H be a Hilbert space and T : D(T )→ H be a closed
symmetric operator. Then,

G(T ) =

(
−iI iI
I I

)
G(c̊T ).

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
symmetric operator.

By using the same argument in Lemma 10.1.3, we find that

G(c̊T ) = {(θ, w−w∗+θ) ∈ H ×H | θ ∈ W+}
= {(w+ξ, w−w

∗
+w+ξ) ∈ H ×H | ξ ∈ H}

= {(w+ξ, w−ξ) ∈ H ×H | ξ ∈ H}
= {(Tψ + iψ, Tψ − iψ) ∈ H ×H | ψ ∈ D(T )}

=

(
iI I
−iI I

)
G(T ).

By taking inverses, we find that

G(T ) =

(
−iI iI
I I

)
G(c̊T ).

The Cayley transform cT provides a bijection from the set of closed
symmetric operators to a particular subset of partial isometries.

Theorem 10.1.6. Let H be a Hilbert space. Then, we have the bijection of
sets

{Closed symmetric operators on H} ↔
{Partial isometries c ∈ B(H)

such that (c− I)c∗H = H

}
T 7→ cT .

Proof. Assume that H is a Hilbert space.

To show: (a) If T : D(T )→ H is a closed symmetric operator then cT is a
partial isometry such that (cT − I)c∗TH = H.
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(b) If T, S are closed symmetric operators and cT = cS then T = S.

(c) If c ∈ B(H) is a partial isometry such that (c− I)c∗H = H then there
exists a closed symmetric operator T such that c = cT .

(a) Assume that T is a closed symmetric operator on H. By Theorem
10.1.4, we know that cT is a partial isometry.

To show: (aa) (cT − I)c∗TH = H.

(aa) We know that G(T ) is the graph of the densely defined operator T . By
Theorem 7.1.2 and Theorem 7.1.4, we find that

G(T )⊥ ∩ (H ⊕ {0}) = G(T ) ∩ ({0} ⊕H) = {0}.

In particular, G(T )⊥ ∩ (H ⊕ {0}) = {0} means that if (η, 0) ∈ G(T )⊥ then
η = 0. Using Theorem 10.1.5, we deduce that if〈

(η, 0),

(
−iI iI
I I

)
(θ, c̊T θ)

〉
= 0

for θ ∈ D(c̊T ) then η = 0. Simplifying the above equation, we find that if

〈η, (c̊T − I)θ〉 = 0

for θ ∈ D(c̊T ) = W+ then η = 0. So, ((c̊T − I)W+)⊥ = {0}. However,

((c̊T − I)W+)⊥ = ((cT − I)c∗TH)⊥ = {0}.

If we take the orthogonal complement of both sides of
((cT − I)c∗TH)⊥ = {0}, we find that (cT − I)c∗TH = H.

(a) By part (aa), we find that cT is a partial isometry such that
(cT − I)c∗TH = H. This proves part (a).

(b) Assume that S and T are closed symmetric operators on H. Assume
that cT = cS. By Theorem 10.1.5,

G(T ) =

(
−iI iI
I I

)
G(c̊T ) =

(
−iI iI
I I

)
G(c̊S) = G(S).

Hence, T = S and the bijection described in the statement of the theorem
is injective.
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(c) Assume that c ∈ B(H) is a partial isometry such that (c− I)c∗H = H.
Define the subspace G ⊆ H ×H by

G =

(
−iI iI
I I

)
G(̊c).

We want to show that G is the graph of a closed, densely defined operator.
We will accomplish this by applying Theorem 7.1.5.

To show: (ca) G is a closed subspace of H ×H.

(cb) If η ∈ H and (0, η) ∈ G then η = 0.

(cc) If η ∈ H and (η, 0) ∈ G⊥ then η = 0.

(ca) Since c is a partial isometry, Theorem 2.5.2 tells us that there exists a
closed subspace S ⊆ H such that the restriction c|S is an isometry.

The graph of c̊ is given by

G(̊c) = {(ξ, c(ξ)) ∈ H ×H | ξ ∈ S} = S × c(S).

Now since c is an isometry on the closed subspace S, the image c(S) must
also be closed. Hence, G(̊c) = S × c(S) is a closed subspace of H ×H.

(cb) Assume that η ∈ H and (0, η) ∈ G. By definition of G, there exists
θ ∈ D(̊c) = S such that (

0
η

)
=

(
−iI iI
I I

)(
θ
c̊θ

)
.

So, 0 = (̊c− I)θ and η = (̊c+ I)θ. This means that θ ∈ ker(̊c− I) and
subsequently that

θ ∈ ker(̊c− I)

⊂ ker(c− I)

⊂ ker(c∗(c− I))

= ker(c(c∗ − I)) =
(
(c− I)c∗H

)⊥
= {0}.

The second last equality follows from the fact that c is a partial isometry
and the final equality follows from the fact that (c− I)c∗H = H. Therefore,
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θ = 0 and η = (̊c+ I)θ = 0.

(cc) Assume that η ∈ H and (η, 0) ∈ G⊥. If θ ∈ D(̊c) = S then〈
(η, 0),

(
−iI iI
I I

)
(θ, c̊θ)

〉
= 0.

Again, this simplifies to

〈η, (̊c− I)θ〉 = 0.

Therefore,

η ∈ ((̊c− I)S)⊥ = ((c− I)c∗H)⊥

Since H = (c− I)c∗H = (((c− I)c∗H)⊥)⊥, we find that 〈η, ρ〉 = 0 for
arbitrary ρ ∈ H. So, η = 0.

(c) Parts (ca), (cb) and (cc) allow us to use Theorem 7.1.5 to demonstrate
that there exists a closed densely defined operator T such that G = G(T ).
Next, we must show that T is symmetric.

To show: (cd) G(T ) ⊂ G(T ∗).

(cd) First we will work out the graph G(T ∗). By Theorem 7.2.1, it is

G(T ∗) =

(
0 I
−I 0

)
G(T )⊥

=

(
0 I
−I 0

)((−iI iI
I I

)
G(̊c)

)⊥
=
(( 0 I
−I 0

)(
−iI iI
I I

)
G(̊c)

)⊥
=
(( I I

iI −iI

)
G(̊c)

)⊥
.

The second last equality follows from the fact that the operator(
0 I
−I 0

)
∈ B(H ×H)

is unitary.

Now suppose that (ξ, η) ∈ G(T ). Then, there exists θ ∈ D(̊c) such that
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(
ξ
η

)
=

(
−iI iI
I I

)(
θ
c̊θ

)
.

To see that (ξ, η) ∈ G(T ∗), we compute directly that for θ′ ∈ D(̊c),

〈(−iI iI
I I

)(
θ
c̊θ

)
,

(
I I
iI −iI

)(
θ′

c̊θ′

)〉
=
〈( θ

c̊θ

)
,

(
iI I
−iI I

)(
I I
iI −iI

)(
θ′

c̊θ′

)〉
=
〈( θ

c̊θ

)
,

(
2iI 0
0 −2iI

)(
θ′

c̊θ′

)〉
= 2i(〈θ, θ′〉 − 〈̊cθ, c̊θ′〉) = 0.

The last equality follows from the fact that c̊ is an isometry on the closed
subspace D(̊c) = S and hence, preserves the inner product by the
polarization formula in Theorem 2.1.1.

We conclude that (ξ, η) ∈ G(T ∗) and G(T ) ⊂ G(T ∗).

(c) Part (cd) tells us that T is a closed symmetric operator. By definition
of G = G(T ), we find that cT = c. So, the bijection of sets in the statement
of the theorem is surjective and the proof is complete.

Next, we want to know how partial isometries behave under extensions.

Lemma 10.1.7. Let H be a Hilbert space and c1, c2 ∈ B(H) be partial
isometries such that c̊1 ≺ c̊2. Then,

(c1 − I)c∗1H ⊆ (c2 − I)c∗2H.

Proof. Assume that H is a Hilbert space and c1, c2 ∈ B(H) are partial
isometries on H such that c̊1 ≺ c̊2. By definition of an extension, we have

c∗1H = D(c̊1) ⊂ D(c̊2) = c∗2H.

Since c̊1 ≺ c̊2, if ξ ∈ D(c̊1) then (c1 − I)ξ = (c2 − I)ξ. In tandem with the
finding that c∗1H ⊂ c∗2H, we deduce that

(c1 − I)c∗1H ⊆ (c2 − I)c∗2H.

247



A particular consequence of Lemma 10.1.7 is that if c̊1 ≺ c̊2 and
(c1 − I)c∗1H = H then (c2 − I)c∗2H = H.

The next theorem gives us a glimpse into why the Cayley transform is
relevant to the study of self-adjoint extensions of symmetric operators.

Theorem 10.1.8. Let H be a Hilbert space and T : D(T )→ H be a closed
symmetric operator. Let T ′ : D(T ′)→ H be another operator. Then, T ′ is a
closed symmetric extension of T if and only if c̊T ≺ c̊T ′.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
symmetric operator. Assume that T ′ : D(T ′)→ H is another operator.

To show: (a) If T ′ is a closed symmetric extension of T then c̊T ≺ c̊T ′ .

(b) If c̊T ≺ c̊T ′ then T ′ is a closed symmetric extension of T .

(a) Assume that T ′ is a symmetric operator and T ≺ T ′. From Theorem
10.1.5, we have

G(c̊T ) =

(
−iI iI
I I

)
G(T ).

Of course, a similar equality holds for G(c̊T ′). Since G(T ) ⊂ G(T ′),(
−iI iI
I I

)
G(T ) ⊂

(
−iI iI
I I

)
G(T ′).

Consequently, G(c̊T ) ⊂ G(c̊T ′) and c̊T ≺ c̊T ′ .

(b) Assume that c̊T ≺ c̊T ′ . By Theorem 10.1.6, (cT − I)c∗TH = H. By

Lemma 10.1.7, we find that (cT ′ − I)c∗T ′H = H.

Now since G(c̊T ) ⊂ G(c̊T ′), we can apply Theorem 10.1.5 to obtain
G(T ) ⊂ G(T ′), which means that T ≺ T ∗ as required.

The next theorem gives a decomposition which is key to describing
self-adjoint operators on H.

Theorem 10.1.9. Let H be a Hilbert space. Let T : D(T )→ H be a closed
symmetric operator with deficiency subspaces D+ and D−. Let

D̃± = {(φ,±iφ) | φ ∈ D±} ⊆ H ×H.
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Then,

G(T ∗) = G(T )⊕ D̃+ ⊕ D̃−.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
symmetric operator. Assume that D̃+ and D̃− are the subspaces of H ×H
defined as above. We will show that the subspaces G(T ), D̃+ and D̃− are
all pairwise orthogonal.

To show: (a) D̃+ and D̃− are pairwise orthogonal.

(b) G(T ) and D̃± are pairwise orthogonal.

(a) To see that D̃+ and D̃− are pairwise orthogonal, observe that if η, ξ ∈ H
then

〈(ξ, iξ), (η,−iη)〉 = 〈ξ, η〉+ 〈iξ,−iη〉 = 0.

Hence, the subspaces D̃+ and D̃− are orthogonal.

(b) Recall from Lemma 10.1.3 that D± = ker(T ∗ ∓ iI). Assume that
ψ ∈ D(T ) and φ ∈ D±. We compute directly that

〈(ψ, Tψ), (φ,±iφ)〉 = 〈ψ, φ〉+ 〈Tψ,±iφ〉
= 〈ψ, φ〉 ∓ i〈Tψ, φ〉
= 〈ψ, φ〉 ∓ i〈ψ, T ∗φ〉
= 〈ψ, φ〉 ∓ i〈ψ, T ∗φ− (T ∗ ∓ iI)φ〉
= 〈ψ, φ〉 ∓ i〈ψ,±iφ〉 = 0.

Therefore, G(T ) is orthogonal to both D̃+ and D̃−.

Now since T is a symmetric operator, G(T ) ⊂ G(T ∗) and since the D± are
eigenspaces of T ∗ by Lemma 10.1.3, D̃± ⊂ G(T ∗). To see that
G(T ∗) = G(T )⊕ D̃+ ⊕ D̃−, it suffices to show that any vector in G(T ∗)
which is orthogonal to the direct sum G(T )⊕ D̃+ ⊕ D̃− is zero.

To show: (c) If (ϕ, T ∗ϕ) ∈ G(T ∗) is orthogonal to the subspace
G(T )⊕ D̃+ ⊕ D̃− then ϕ = 0.
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(c) Assume that (ϕ, T ∗ϕ) ∈ G(T ∗) is orthogonal to the subspace
G(T )⊕ D̃+ ⊕ D̃−. Since (ϕ, T ∗ϕ) ∈ G(T )⊥ by assumption, we have for
ψ ∈ D(T )

〈(ϕ, T ∗ϕ), (ψ, Tψ)〉 = 〈ϕ, ψ〉+ 〈T ∗ϕ, Tψ〉 = 0.

Consequently, T ∗ϕ ∈ D(T ∗) and (T ∗)2ϕ = −ϕ. This means that

ϕ ∈ D((T ∗)2 + I) = D((T ∗ + iI)(T ∗ − iI))

and (T ∗ + iI)(T ∗ − iI)ϕ = 0. Now set η = (T ∗ − iI)ϕ. By Lemma 10.1.3,
η ∈ D−.

Next, we use the fact that (ϕ, T ∗ϕ) ∈ D̃−
⊥

to compute directly for η′ ∈ D−
that

i〈η, η′〉 = i〈(T ∗ − iI)ϕ, η′〉
= 〈T ∗ϕ,−iη′〉+ i〈−iϕ, η′〉
= 〈T ∗ϕ,−iη′〉+ 〈ϕ, η′〉
= 〈(ϕ, T ∗ϕ), (η′,−iη′)〉 = 0.

The last equality follows from the fact that (η′,−iη′) ∈ D̃−. Notice that if
we set η′ = η, we find that η = 0 and therefore, T ∗ϕ = iϕ. So,
ϕ ∈ ker(T ∗ − iI) = D+ and (ϕ, T ∗ϕ) ∈ D̃+.

Since (ϕ, T ∗ϕ) ∈ D̃+ was assumed to be orthogonal to D̃+, we find that
ϕ = 0. This proves part (c) and completes the proof.

Using Theorem 10.1.9, we will now give an explicit characterisation of
self-adjoint operators T on a Hilbert space H.

Theorem 10.1.10. Let H be a Hilbert space and T : D(T )→ H be a
closed symmetric operator. Then, the following are equivalent:

1. T is self-adjoint.

2. D+ = D− = {0}.

3. n+ = n− = 0

4. The Cayley transform c̊T of T is a unitary operator
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Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed,
symmetric operator.

If T is self-adjoint then G(T ∗) = G(T ). By Theorem 10.1.9, we must have
D̃± = {0}. Hence, D± = {0}.

If D± = {0} then n± = dim D± = 0.

If n± = dim D± = 0 then since D± = W ⊥
± , W± = H. So, the Cayley

transform c̊T = cT , which is a bounded operator on H. Note that cT is a
partial isometry from the initial subspace W+ = H. So, cT is an isometry.
By Theorem 2.5.2, the final subspace of cT is

H = W− = cTW+ = im cT .

So, cT is a surjective isometry and by Theorem 3.1.8, the Cayley transform
c̊T = cT is a unitary operator.

Finally, suppose that the Cayley transform c̊T is a unitary operator. Then,
c̊T = cT is a surjective isometry on H by Theorem 3.1.8. By Theorem 2.5.2
and the fact that cT is a partial isometry with initial subspace W+ and final
subspace W−, we deduce that W+ = H and

W− = cTW+ = H

where the last equality is due to surjectivity of cT . So, D± = W ⊥
± = {0}

and by Theorem 10.1.9, G(T ∗) = G(T ). So, T must be self-adjoint.

From Theorem 10.1.10 and Theorem 10.1.8, we obtain criteria for T to have
a self-adjoint extension.

Theorem 10.1.11. Let H be a Hilbert space and T : D(T )→ H be a
closed symmetric operator. Then, the following are equivalent:

1. T has a self-adjoint extension.

2. There exists a unitary operator from D+ to D−.

3. n+ = n−.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed
symmetric operator.

251



By Theorem 10.1.10, T has a self-adjoint extension if and only if its Cayley
transform c̊T has a unitary extension. This means that c̊T : W+ → H can be
extended to a unitary operator defined on all of H. Note that cTW+ = W−
by definition of the partial isometry cT .

To see what this means, recall that D± = W ⊥
± . So, H = W± ⊕D±. Hence, a

unitary extension of c̊T is equivalent to defining any unitary operator from
D+ to D−. Also, we have a unitary operator from D+ to D− if and only if
n+ = n−.

An interesting aspect of Theorem 10.1.11 is that the number of self-adjoint
extensions of T is exactly the number of unitary maps from D+ to D−. In
most non-trivial cases, there are infinitely many unitary maps from D+ to
D− and thus, infinitely many self-adjoint extensions of T .

We remark that we can perform a similar analysis to the one in this section
for symmetric operators T which are not necessarily closed. However, it is
harder because we do not have the z-transform zT at our disposal. The
issue is that if T is not assumed to be closed then Theorem 10.1.9 does not
hold. That is, the deficiency subspaces D+ and D− can be zero, but
G(T ) 6= G(T ∗). When this happens, the closure T is self-adjoint and T is
called essentially self-adjoint.

10.2 Krein and Friedrichs extensions of

positive operators

Let H be a Hilbert space and T : D(T )→ H be a densely defined, positive
operator. Recall the definition of a positive operator from Definition 8.3.1
— if ψ ∈ D(T ) then 〈ψ, Tψ〉 ≥ 0. Subsequently,

〈ψ, Tψ〉 = 〈Tψ, ψ〉

and by the polarization formula in Theorem 2.1.1, if ψ, φ ∈ D(T ) then

〈T ∗ψ, φ〉 = 〈ψ, Tφ〉 = 〈Tψ, φ〉.

We find that if ψ ∈ D(T ) then T ∗ψ = Tψ. So, T ≺ T ∗ and T is symmetric.

In this section, we will study self-adjoint extensions of positive operators.
For the same reason outlined in the previous section, we can assume that T
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is closed.

Recall that if x ∈ B(H)+ is positive then σ(x) ⊆ R≥0. A similar result
holds for positive and self-adjoint unbounded operators.

Theorem 10.2.1. Let H be a Hilbert space and T : D(T )→ H be closed,
positive and self-adjoint. Then, σ(T ) ⊆ R≥0.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed,
positive and self-adjoint operator.

To show: (a) ker(T + I) = {0}.

(b) im(T + I) = H.

(c) The image im(T + I) is a closed subspace of H.

(a) Assume that ψ ∈ ker(T + I). Then, Tψ + ψ = 0 and Tψ = −ψ. Since T
is positive,

−‖ψ‖2 = 〈ψ,−ψ〉 = 〈ψ, Tψ〉 ≥ 0.

So, ψ = 0 and ker(T + I) = {0}.

(b) It suffices to show that (im(T + I))⊥ = {0}. Assume that
φ ∈ (im(T + I))⊥. If ψ ∈ D(T ) then

〈φ, Tψ + ψ〉 = 〈φ, Tψ〉+ 〈φ, ψ〉 = 0

So, 〈φ, Tψ〉 = 〈−φ, ψ〉. This means that φ ∈ D(T ∗) and Tφ = T ∗φ = −φ.
So, φ ∈ ker(T + I) = {0} by part (a). So, φ = 0 and (im(T + I))⊥ = {0}.

(c) First observe that if ψ ∈ D(T ) then

‖(T + I)ψ‖2 = ‖Tψ‖2 + 〈ψ, Tψ〉+ 〈Tψ, ψ〉+ ‖ψ‖2 ≥ ‖ψ‖2.

To see that im(T + I) is closed, suppose that {(T + I)ψn}n∈Z>0 is a Cauchy
sequence in im(T + I). By the above estimate, we find that {ψn}n∈Z>0 is a
Cauchy sequence in H and thus, converges to some ρ ∈ H.

Now since T is closed, T + I is also closed by Theorem 7.3.1. Since
limn→∞ ψn = ρ, limn→∞(T + I)ψn = (T + I)ρ by Lemma 7.1.1.
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Consequently, im(T + I) is a closed subspace of H.

By combining parts (b) and (c), we find that im(T + I) = H. Together
with part (a), we find that T + I is a bijection from D(T ) to H. Moreover,
the inverse operator (T + I)−1 is continuous because if ξ ∈ H then

‖(T + I)−1ξ‖2 ≤ ‖(T + I)(T + I)−1ξ‖2 = ‖ξ‖2.

In fact, (T + I)−1 is actually a contraction.

By the above reasoning, we find that −1 6∈ σ(T ). Now if λ ∈ R>0 then the
operator 1

λ
T is also closed, positive and self-adjoint. So, −1 6∈ σ( 1

λ
T ) and

consequently, −λ 6∈ σ(T ). So, σ(T ) ⊆ R≥0.

In order to proceed, we require a rather technical lemma.

Lemma 10.2.2. Let H be a Hilbert space and K be a closed subspace of H.
Let a ∈ B(K), b ∈ B(K,K⊥) and c ∈ B(K⊥). Then, the operator(

a b∗

b c

)
≥ 0

in B(H) if and only if a ≥ 0 in B(K) and if ε ∈ R>0 then

c ≥ b(a+ εIK)−1b∗

in B(K⊥), where IK is the identity operator on K.

Proof. Assume that H is a Hilbert space and K is a closed subspace of H.
Assume that a, b and c are the operators defined as above. Define

f =

(
a b∗

b c

)
∈ B(H).

The matrix is written with respect to the basis K,K⊥.

To show: (a) If f ≥ 0 then a ≥ 0 in B(K) and if ε ∈ R>0 then
c ≥ b(a+ εIK)−1b∗ in B(K⊥).

(b) If a ≥ 0 in B(K) and if ε ∈ R>0 then c ≥ b(a+ εIK)−1b∗ in B(K⊥) then
f ≥ 0 in B(H).

(a) Assume that f ≥ 0 in B(H). Assume that ξ ∈ K. Then,
〈(ξ, 0), f(ξ, 0)〉 ≥ 0. Expanding the LHS, we have

254



〈(ξ
0

)
,

(
aξ
bξ

)〉
≥ 0.

Using the fact that H = K ⊕K⊥, we deduce that

〈ξ + 0, aξ + bξ〉 = 〈ξ, aξ + bξ〉
= 〈ξ, aξ〉+ 〈ξ, bξ〉
= 〈ξ, aξ〉 ≥ 0.

This means that a ≥ 0 in B(K).

Next, assume that ε ∈ R>0. Let pK ∈ B(H) be the projection operator on
the closed subspace K. Then, εpK ∈ B(H) is a positive operator and
εpK → 0 as ε→ 0 in the strong operator topology.

Define the operator fε ∈ B(H) by

fε =

(
a+ εIK b∗

b c

)
.

We claim that f ≥ 0 if and only if fε ≥ 0 for ε ∈ R>0.

To show: (aa) f ≥ 0 if and only if fε ≥ 0 for ε ∈ R>0.

(aa) Assume that f ≥ 0. If (ξ1, ξ2) ∈ K ⊕K⊥ = H then

〈(ξ1, ξ2), f(ξ1, ξ2)〉 = 〈ξ1 + ξ2, aξ1 + b∗ξ2 + bξ1 + cξ2〉
= 〈ξ1, aξ1〉+ 〈ξ1, b

∗ξ2〉+ 〈ξ2, bξ1〉+ 〈ξ2, cξ2〉
≥ 0.

This inequality holds if and only if for ε ∈ R>0,

〈(ξ1, ξ2), fε(ξ1, ξ2)〉 = 〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b
∗ξ2〉+ 〈ξ2, bξ1〉+ 〈ξ2, cξ2〉

= 〈(ξ1, ξ2), f(ξ1, ξ2)〉+ ε‖ξ1‖2 ≥ 0.

So, f ≥ 0 if and only if fε ≥ 0 for ε ∈ R>0.

(a) Using part (aa), we find that fε ≥ 0 for ε ∈ R>0. By the previous
computation in part (aa), if (ξ1, ξ2) ∈ K ⊕K⊥ = H then
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〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b
∗ξ2〉+ 〈ξ2, bξ1〉+ 〈ξ2, cξ2〉 ≥ 0.

Since a ≥ 0 is a positive operator, σ(a) ⊆ R≥0 and R<0 ⊆ ρ(a). This means
that if ε ∈ R>0 then −εIK − a is invertible. So, a+ εIK ∈ B(K) is
invertible. Hence, if we set ξ1 = −(a+ εIK)−1b∗ξ2 then

〈−(a+ εIK)−1b∗ξ2,−(a+ εIK)(a+ εIK)−1b∗ξ2〉+ 〈−(a+ εIK)−1b∗ξ2, b
∗ξ2〉

+〈ξ2,−b(a+ εIK)−1b∗ξ2〉+ 〈ξ2, cξ2〉
= 〈(a+ εIK)−1b∗ξ2, b

∗ξ2〉 − 〈(a+ εIK)−1b∗ξ2, b
∗ξ2〉

+〈ξ2,−b(a+ εIK)−1b∗ξ2〉+ 〈ξ2, cξ2〉
= 〈ξ2, (c− b(a+ εIK)−1b∗)(ξ2)〉 ≥ 0.

So, c ≥ b(a+ εIK)−1b∗ for ε ∈ R>0.

(b) Assume that a ≥ 0 in B(K) and c ≥ b(a+ εIK)−1b∗ in B(K⊥) for
ε ∈ R>0. It suffices to show that fε ≥ 0 for ε ∈ R>0.

Notice that

fε =

(
a+ εIK b∗

b c

)
=

(
a+ εIK b∗

b b(a+ εIK)−1b∗

)
+

(
0 0
0 c− b(a+ εIK)−1b∗

)
.

By assumption, the operator(
0 0
0 c− b(a+ εIK)−1b∗

)
on K ⊕K⊥ = H is positive. Hence, it suffices to show that if ε ∈ R>0 then(

a+ εIK b∗

b b(a+ εIK)−1b∗

)
≥ 0

on B(H). Denote this operator by gε.

Let (ξ1, ξ2) ∈ K ⊕K⊥ = H. Then, 〈(ξ1, ξ2), gε(ξ1, ξ2)〉 is equal to

〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b
∗ξ2〉+ 〈ξ2, bξ1〉+ 〈ξ2, b(a+ εIK)−1b∗ξ2〉.

By assumption, b∗ ∈ B(K⊥, K). By Theorem 2.4.1, we can decompose K⊥

as the direct sum
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K⊥ = ker b∗ ⊕ (ker b∗)⊥ = im b⊕ ker b∗.

Note that since b ∈ B(K,K⊥), im b = bK. Hence, K⊥ is the closure of the
direct sum im b⊕ ker b∗. So, it suffices to prove that

〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b
∗ξ2〉+ 〈ξ2, bξ1〉+ 〈ξ2, b(a+ εIK)−1b∗ξ2〉 ≥ 0

for ξ2 ∈ im b⊕ ker b∗. To this end, assume that ξ2 = bη + η′, where η ∈ K
and η′ ∈ ker b∗ = (im b)⊥. We compute directly that

〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b
∗ξ2〉+ 〈ξ2, bξ1〉+ 〈ξ2, b(a+ εIK)−1b∗ξ2〉

= 〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b
∗bη + b∗η〉+ 〈bη + η′, bξ1〉

+〈bη + η′, b(a+ εIK)−1b∗(bη + η′)〉
= 〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b

∗bη〉+ 〈bη + η′, bξ1〉
+〈bη + η′, b(a+ εIK)−1b∗bη〉

= 〈ξ1, (a+ εIK)ξ1〉+ 〈ξ1, b
∗bη〉+ 〈bη, bξ1〉+ 〈bη, b(a+ εIK)−1b∗bη〉

= 〈ξ1, (a+ εIK)ξ1 + b∗bη〉+ 〈b∗bη, ξ1 + (a+ εIK)−1b∗bη〉
= 〈ξ1, (a+ εIK)(ξ1 + (a+ εIK)−1b∗bη)〉+ 〈b∗bη, ξ1 + (a+ εIK)−1b∗bη〉
= 〈(a+ εIK)ξ1, ξ1 + (a+ εIK)−1b∗bη〉+ 〈b∗bη, ξ1 + (a+ εIK)−1b∗bη〉
= 〈(a+ εIK)ξ1 + b∗bη, ξ1 + (a+ εIK)−1b∗bη〉
= 〈ξ1 + (a+ εIK)−1b∗bη, (a+ εIK)(ξ1 + (a+ εIK)−1b∗bη)〉 ≥ 0.

So, 〈(ξ1, ξ2), gε(ξ1, ξ2)〉 ≥ 0 for ξ2 ∈ im b⊕ ker b∗. Since K⊥ is the closure of
im b⊕ ker b∗, 〈(ξ1, ξ2), gε(ξ1, ξ2)〉 ≥ 0 must hold for ξ2 ∈ K⊥. Therefore,
gε ≥ 0 for ε ∈ R>0, which completes the proof.

From Lemma 10.2.2, we obtain yet another technical result.

Lemma 10.2.3. Let H be a Hilbert space and K be a closed subspace of H.
Let a ∈ B(K), b ∈ B(K,K⊥) and c ∈ B(K⊥). Then, the operator

0 ≤
(
a b∗

b c

)
≤ I

in B(H) if and only if 0 ≤ a ≤ IK and if ε ∈ R>0 then

b(a+ εIK)−1b∗ ≤ c ≤ IK⊥ − b((1 + ε)IK − a)−1b∗.

Proof. Assume that H is a Hilbert space and K is a closed subspace of H.
Assume that a, b and c are the operators defined as above. By Lemma
10.2.2, the operator
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(
a b∗

b c

)
≥ 0

in B(H) if and only if a ≥ 0 in B(K) and if ε ∈ R>0 then

c ≥ b(a+ εIK)−1b∗

in B(K⊥), where IK is the identity operator on K.

Now the operator (
a b∗

b c

)
≤ I

if and only if (
IK − a −b∗
−b IK⊥ − c

)
≥ 0.

By Lemma 10.2.2, this holds if and only if a ≤ IK and if ε′ ∈ R>0 then

IK⊥ − c ≥ b(IK − a+ ε′IK)−1b∗.

Rearranging the above equation, we obtain

c ≤ IK⊥ − b((1 + ε)IK − a)−1b∗.

Hence, we have shown that

0 ≤
(
a b∗

b c

)
≤ I

in B(H) if and only if 0 ≤ a ≤ IK and if ε ∈ R>0 then

b(a+ εIK)−1b∗ ≤ c ≤ IK⊥ − b((1 + ε)IK − a)−1b∗.

Definition 10.2.1. Let H be a Hilbert space and T, S be positive,
self-adjoint operators. We write T ≥ S if the bounded operators
(T + I)−1, (S + I)−1 (see Theorem 10.2.1) satisfy (T + I)−1 ≤ (S + I)−1.
That is, the bounded operator (S + I)−1 − (T + I)−1 is positive.

In the next theorem, we show that positive self-adjoint extensions of a
closed positive operator exist.
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Theorem 10.2.4 (Krein and Friedrichs extensions). Let H be a Hilbert
space and T : D(T )→ H be a closed, densely defined, positive operator.
Then, there exists positive self-adjoint operators TK and TF such that
T ≺ TK and T ≺ TF . Moreover, if T̃ is a positive self-adjoint operator then
T̃ is an extension of T if and only if TK ≤ T̃ ≤ TF .

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a closed,
densely defined, positive operator. Let K = im(T + I). Recall the following
results we proved in Theorem 10.2.1:

1. The operator T + I a bijection from D(T ) to K.

2. The inverse (T + I)−1 is a contraction (and hence continuous).

3. The image K is closed subspace of H.

Let pK and pK⊥ denote projection operators onto the closed subspaces K
and K⊥ respectively. Define

a = pK(T + I)−1 ∈ B(K) and b = pK⊥(T + I)−1 ∈ B(K,K⊥).

We will need the following result later.

To show: (a) a(IK − a) ≥ b∗b.

(a) Assume that ζ ∈ K and let ξ = (T + I)−1ζ ∈ D(T ). Since the
projection operator pK is self-adjoint by Definition 2.4.1,

〈ζ, aζ〉 = 〈ζ, pK(T + I)−1ζ〉
= 〈pKζ, (T + I)−1ζ〉
= 〈ζ, (T + I)−1ζ〉
= 〈ζ, ξ〉
= 〈(T + I)ξ, ξ〉
= 〈ξ, (T + I)ξ〉 (since T + I is positive)

= ‖ξ‖2 + 〈ξ, T ξ〉
≥ ‖ξ‖2

= ‖aζ‖2 + ‖bζ‖2.

In the last line, we used Pythagoras theorem. So, a ≥ a∗a+ b∗b = a2 + b∗b
because a is self-adjoint. Rearranging, we deduce that
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a− a2 = a(IK − a) ≥ b∗b. (10.1)

This proves part (a).

Let us explain how the proof proceeds from this point. The idea is to
construct a bijection

{Positive self-adjoint

extensions T̃ of T

}
←→

{Operators c ∈ B(K⊥) such that
cF ≤ c ≤ cK

}
(10.2)

where cF , cK ∈ B(K⊥) are some operators which need to be constructed.
Before we construct the bijection in equation (10.2), we will first construct
the operators cF , cK ∈ B(K⊥).

To show: (b) If ε ∈ R>0 then b(a+ εIK)−1b∗ ≤ IK⊥ − b(IK − a+ εIK)−1b∗.

(b) Assume that ε ∈ R>0. We will first give an equivalent characterisation
of the inequality

b(a+ εIK)−1b∗ ≤ IK⊥ − b(IK − a+ εIK)−1b∗. (10.3)

First, equation (10.3) is equivalent to

b
(
(a+ εIK)−1 + (IK − a+ εIK)−1

)
b∗ ≤ IK⊥ .

Using the continuous functional calculus, the expression
(a+ εIK)−1 + (IK − a+ εIK)−1 can be rewritten more simply as f(a), where
for t ∈ [0, 1],

f(t) =
1

t+ ε
+

1

1− t+ ε
=

1 + 2ε

(t+ ε)(1− t+ ε)
.

In particular, we can rewrite the previous equation as

(1 + 2ε)b
(
(a+ εIK)−1(IK − a+ εIK)−1

)
b∗ ≤ IK⊥

and if we set d = (a+ εIK)−1/2(IK − a+ εIK)−1/2, the expression simplifies
to

(1 + 2ε)bd∗db∗ ≤ IK⊥ . (10.4)

In order to prove part (b), it suffices to show that equation (10.4) holds.
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Recall that in part (a), we proved equation (10.1). Equation (10.1) can be
expressed as F (a) ≥ b∗b, where for t ∈ [0, 1],

F (t) = t(1− t).
The norm of F is

‖F‖∞ = sup
t∈[0,1]

|F (t)| = 1

4
.

By Lemma 2.3.8, b∗b ≤ 1
4
IK . Subsequently, 2b∗b ≤ 4b∗b ≤ IK . Now, we have

(a+ εIK)(IK − a+ εIK) = a(IK − a) + (ε+ ε2)IK

≥ b∗b+ (ε+ ε2)IK

≥ b∗b+ 2(ε+ ε2)b∗b

= (1 + 2ε)b∗b+ ε2b∗b ≥ (1 + 2ε)b∗b.

The above inequality can be rewritten as (1 + 2ε)b∗b ≤ d−1(d∗)−1 and
consequently, as (1 + 2ε)db∗bd∗ ≤ IK . By Lemma 2.3.8,

‖(1 + 2ε)db∗bd∗‖ ≤ 1.

Therefore,

1 ≥ ‖(1 + 2ε)db∗bd∗‖
= (1 + 2ε)‖bd∗‖2

= (1 + 2ε)‖db∗‖2

= (1 + 2ε)‖bd∗db∗‖

and by Lemma 2.3.8 again, we obtain equation (10.4) and consequently,
equation (10.3). This proves part (b).

The key observation here is that if ε→ 0 then the LHS of equation (10.3) is
monotonically increasing with respect to the strong operator topology,
whereas the RHS is monotonically decreasing. By Theorem 2.7.1, the LHS
of equation (10.3) has a supremum in B(K⊥) and the RHS has an infimum
in B(K⊥). Hence, we can define

cF = sup
ε>0

b(a+ εIK)−1b∗ ∈ B(K⊥)

and
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cK = inf
ε>0

IK⊥ − b(IK − a+ εIK)−1b∗ ∈ B(K⊥).

Now we can construct the bijection in equation (10.2). Let T̃ be a positive
and self-adjoint extension of T . Then, T + I ≺ T̃ + I and consequently,

(T̃ + I)−1|K = (T + I)−1

Let us write (T̃ + I)−1 as a matrix with respect to the decomposition
H = K ⊕K⊥. Since (T̃ + I)−1|K = (T + I)−1, the matrix of (T̃ + I)−1 takes
the form

(T̃ + I)−1 =

(
a b∗

b c

)
for some c ∈ B(K⊥). Notice that b∗ is the upper right element because
(T̃ + I)−1 is self-adjoint. Since (T̃ + I)−1 is a positive contraction, we can
use Lemma 2.3.8 to find that

0 ≤
(
a b∗

b c

)
≤ I.

By Lemma 10.2.3, this holds if and only if for ε ∈ R>0

b(a+ εIK)−1b∗ ≤ c ≤ IK⊥ − b((1 + ε)IK − a)−1b∗.

In turn, the above inequality holds if and only if cF ≤ c ≤ cK . Thus, the
bijection in equation (10.2) maps T̃ to c.

We claim that the bijection T̃ 7→ c in equation (10.2) is order-reversing,
with respect to the partial orders (both denoted by ≤) on both sides of the
bijection.

To prove the claim, suppose that T̃ and T̃ ′ are positive self-adjoint
extensions of T and c, c′ ∈ B(K⊥) are the corresponding bounded
operators. By definition, T̃ ≥ T̃ ′ if and only if (T̃ + I)−1 ≤ (T̃ ′ + I)−1 as
bounded operators. In matrix notation, this means that(

a b∗

b c

)
≤
(
a b∗

b c′

)
In turn, this holds if and only if(

0 0
0 c′ − c

)
≥ 0
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if and only if c′ ≥ c. This proves the claim.

Now we will go from right to left in equation (10.2). Suppose that
c ∈ B(K⊥) satisfies cF ≤ c ≤ cK . By Lemma 10.2.3, this holds if and only if

0 ≤
(
a b∗

b c

)
≤ I.

For simplicity of notation, let

gc =

(
a b∗

b c

)
.

To show: (c) The image im gc is dense in H.

(c) Using the fact that H = K ⊕K⊥, we have

gcH = gc(K ⊕K⊥)

⊃ gc(K ⊕ {0})
= {(aζ, bζ) | ζ ∈ K} = (T + I)−1H = D(T ).

Since T is densely defined, D(T ) is dense in H. Therefore, the image gcH is
dense in H.

By part (c), we find that

(ker gc)
⊥ = im gc = H.

So, ker gc = {0} and therefore, the inverse g−1
c : im gc → H is a closed,

densely defined operator. Since gc is self-adjoint by definition, g−1
c must

also be self-adjoint. Furthermore, by Lemma 2.3.8, g−1
c ≥ I because gc ≤ I.

Now define

T̃ = g−1
c − I.

Then, T̃ is positive and self-adjoint by Theorem 7.3.7. By construction, it is
also a positive, self-adjoint extension of T . This finally demonstrates that
we have the bijection in equation (10.2).

Finally, let TK and TF be the positive self-adjoint extensions of T
corresponding to cK , cF ∈ B(K⊥). Then,
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(TK + I)−1 =

(
a b∗

b cK

)
and (TF + I)−1 =

(
a b∗

b cF

)
.

By the bijection in equation (10.2), any positive extension T̃ of T must
satisfy TK ≤ T̃ ≤ TF because the bijection is order reversing. Furthermore,
any positive self-adjoint operator T̃ satisfying TK ≤ T̃ ≤ TF is an extension
of T .

Let us summarise Theorem 10.2.4. A closed, densely defined, positive
operator T always admits self-adjoint extensions. Amongst the self-adjoint
extensions which are positive, there is a minimal and maximal positive,
self-adjoint extension, with regards to the partial order on positive
unbounded operators.

The minimal extension TK is called the Krein extension of T and the
maximal extension TF is called the Friedrichs extension of T .
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Chapter 11

One-parameter groups of
unitary operators

11.1 Stone’s theorem

One of the major applications of the theory of operators on a Hilbert space
is to the study of representations of topological groups. This chapter aims
to describe the basic results associated to the representation theory of the
abelian (additive) group R.

The notion of a one-parameter group of unitary operators is fundamental to
this chapter.

Definition 11.1.1. Let H be a Hilbert space and {ut}t∈R be a collection of
operators on H. We say that {ut} is a strongly continuous
one-parameter group of unitary operators if

1. If t ∈ R then the operator ut is unitary.

2. If t, s ∈ R then ut+s = utus.

3. If ψ ∈ H then the induced map

evψ : R → H
t 7→ utψ

is continuous.

In the above definition, we remark that the third condition is equivalent to
saying that if ψ ∈ H then evψ is continuous at 0 ∈ R. This is precisely
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because of the second condition.

We will now give the archetypal example of a strong continuous
one-parameter group of unitary operators.

Theorem 11.1.1. Let H be a Hilbert space. Let T : D(T )→ H be a
self-adjoint operator. For t ∈ R, define

ut = exp(−itT ).

Then, {ut}t∈R is a strongly continuous one-parameter group of unitary
operators.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is self-adjoint.
Assume that {ut}t∈R is the collection of operators defined as above.

First assume that t ∈ R. To see that ut is unitary, we will apply the Borel
functional calculus in Theorem 9.2.2. For t ∈ R, define

ft(λ) = exp(−itλ).

Then, ft ∈ Bor(R,C). Let Φb be the unique unital *-homomorphism in
Theorem 9.2.2 associated to the self-adjoint operator T . We compute
directly that

utu
∗
t = ΦB(ft)ΦB(ft)

∗

= ΦB(ft)ΦB(ft)

= ΦB(ftft) = ΦB(1)

= I.

By a similar computation, we find that u∗tut = I. So, ut is a unitary
operator.

Next, assume that s, t ∈ R. Then,

ut+s = ΦB(ft+s)

= ΦB(exp(−i(t+ s)λ))

= ΦB(exp(−itλ) exp(−isλ))

= ΦB(exp(−itλ))ΦB(exp(−isλ))

= utus.
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Finally, assume that ψ ∈ H. To see that evψ : R→ H is continuous, it
suffices to show that evψ is continuous at 0 ∈ R.

Now {ft}t∈R is a uniformly bounded sequence of Borel functions which
converge pointwise to the constant function 1 as t→ 0. By Theorem 9.2.2,
ft(T )(ψ) = ut(ψ)→ ψ as t→ 0. So, evψ must be continuous at 0 ∈ R.

We conclude that {ut}t∈R is a strongly continuous one-parameter group of
unitary operators on H.

The example given in Theorem 11.1.1 is particularly important because
Stone’s theorem, which is the main theorem of this section, tells us that any
strongly continuous one-parameter group of unitary operators arises from
Theorem 11.1.1.

Before we formalise Stone’s theorem, we will first demonstrate that if
ut = exp(−itT ) is the unitary operator in Theorem 11.1.1 for t ∈ R then we
can recover the self-adjoint operator T from {ut}t∈R.

Theorem 11.1.2. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator. For t ∈ R, define

ut = exp(−itT ).

If ψ ∈ D(T ) then

lim
t→0

i

t
(utψ − ψ) = Tψ.

Furthermore, if the limit limt→0
i
t
(utϕ− ϕ) exists then ϕ ∈ D(T ).

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a
self-adjoint operator. Assume that {ut}t∈R is the collection of operators on
H defined as above. By Theorem 11.1.1, {ut}t∈R is a strongly continuous
one-parameter group of unitary operators.

Assume that ψ ∈ D(T ). Since T is self-adjoint, there exists ξ ∈ H such that

ψ = (I + T 2)−
1
2 . By using the Borel functional calculus in Theorem 9.2.2,

we can write

i

t
(utψ − ψ) = Ft(T )ξ

where for t ∈ R, Ft is defined by
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Ft : R → C
λ 7→ i

t
e−itλ−1

λ
λ(1 + λ2)−

1
2 .

It is straightforward to see that {Ft}t∈R>0 is a uniformly bounded sequence
of continuous functions. By taking the limit as t→ 0, we find that if λ ∈ R
then

lim
t→0

Ft(λ) = lim
t→0

i
e−itλ − 1

λt
λ(1 + λ2)−

1
2

= lim
t→0

i
−iλe−itλ

λ
λ(1 + λ2)−

1
2

= lim
t→0

e−itλλ(1 + λ2)−
1
2

=
λ

(1 + λ2)
1
2

Therefore, Ft converges pointwise to the function ζ, where we recall the
definition of ζ from Theorem 9.2.2:

ζ : R → C
λ 7→ λ√

1+λ2

By Theorem 9.2.2, we must have

lim
t→0

i

t
(utψ − ψ) = lim

t→0
Ft(T )ξ = ζ(T )ξ = zT ξ = Tψ.

For the next claim, we define an operator T̃ : D(H̃)→ H, where the domain

D(T̃ ) = {ϕ ∈ H | The limit lim
t→0

i

t
(utϕ− ϕ) exists}

and T̃ is the map

T̃ : D(H̃) → H
ϕ 7→ limt→0

i
t
(utϕ− ϕ)

Then, T̃ is a linear operator and by the previous computation, T ≺ T̃ .
Since T is densely defined, T̃ must also be densely defined.

To see that T̃ is symmetric, assume that ϕ1, ϕ2 ∈ D(T̃ ). Then,
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〈ϕ1, T̃ϕ2〉 = lim
t→0
〈ϕ1,

i

t
(utϕ2 − ϕ2)〉

= lim
t→0

(
〈ϕ1,

i

t
utϕ2〉 − 〈ϕ1,

i

t
ϕ2〉
)

= lim
t→0

(
〈− i
t
u∗tϕ1, ϕ2〉 − 〈−

i

t
ϕ1, ϕ2〉

)
= lim

t→0

(
〈− i
t
u−tϕ1, ϕ2〉 − 〈−

i

t
ϕ1, ϕ2〉

)
= lim

t→0
〈 i
−t

(u−tϕ1 − ϕ1), ϕ2〉

= 〈T̃ϕ1, ϕ2〉.

So, T̃ is symmetric. In particular, it is a symmetric extension of T .
Therefore, T = T̃ and D(T ) = D(T̃ ). This completes the proof

One consequence of Theorem 11.1.2 is that a particular differential equation
always has a global solution. This is not too surprising, given the definition
of ut as an exponential of an operator.

Theorem 11.1.3. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator. Let ψ0 ∈ D(T ). Then, the initial value problem

i
dψ

dt
= Tψ, ψ(0) = ψ0

has a unique solution ψ : R→ H.

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a
self-adjoint operator. Assume that ψ0 ∈ D(T ). Define

ψ : R → H
t 7→ e−itHψ0

Then, ψ is a continuous function such that ψ(0) = ψ0. By Theorem 11.1.2,
ψ is differentiable at t = 0 and

i
dψ

dt
|t=0 = Tψ0.

To show: (a) ψ is differentiable on all of R.

(a) Recall that as a consequence of Theorem 9.3.3, if f, g are Borel
functions from R to C and g is bounded then
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g(T )f(T ) ≺ f(T )g(T ).

Applying this to the functions f(λ) = λ and g = e−itλ, we deduce that if
t ∈ R then e−itTT ≺ Te−itT .

Moreover, we claim that if s ∈ R then e−isT (D(T )) ⊂ D(T ). Indeed, if
e−isTϕ ∈ e−isT (D(T )) then with ut = e−itT , we compute directly that

lim
t→0

i

t
(ute

−isTϕ− e−isTϕ) = lim
t→0

i

t
(ut+sϕ− usϕ)

= Te−isT (1 + T 2)−
1
2 = uST (1 + T 2)−

1
2 .

In the above computation, we used a similar method of computation as in
Theorem 11.1.2. Since the above limit exists, Theorem 11.1.2 tells us that
e−isTϕ ∈ D(T ). So, e−isT (D(T )) ⊂ D(T ).

Since e−itTT ≺ Te−itT , D(e−itTT ) ⊂ D(Te−itT ). To see that
D(Te−itT ) ⊂ D(e−itTT ), we use the finding that e−isT (D(T )) ⊂ D(T ) for
any s ∈ R to conclude that

D(Te−itT ) = {ξ ∈ D(e−itT ) | e−itT ξ ∈ D(T )}
= {ξ ∈ H | e−itT ξ ∈ D(T )}
= eitTD(T ) ⊂ D(T )

= D(e−itTT ).

The last equality follows from the fact that e−itT is a unitary operator. So,
D(Te−itT ) = D(e−itTT ) and consequently, Te−itT = e−itTT for t ∈ R.

To see that ψ is differentiable on all of R, we compute directly for t ∈ R
that as s→ 0,

1

s

(
ψ(s+ t)− ψ(t)

)
= −ie−itT 1

s
(ψ(s)− ψ(0))

→ −ie−itTTψ0 = −iTe−itTψ0

= −iTψ(t).

Hence, ψ is differentiable on all of R and solves the initial value problem
given in the statement of the theorem.
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It remains to show that ψ is unique. Assume that φ : R→ H is another
solution to the initial value problem. Define f(t) = ‖Φ(t)− ψ(t)‖2. Then,
f(0) = 0 and

d

dt
f(t) =

d

dt
〈φ(t)− ψ(t), φ(t)− ψ(t)〉

= 〈−iTφ(t) + iTψ(t), φ(t)− ψ(t)〉+ 〈φ(t)− ψ(t),−iTφ(t) + iTψ(t)〉
= 〈−iTφ(t) + iTψ(t), φ(t)− ψ(t)〉+ 〈iTφ(t)− iTψ(t), φ(t)− ψ(t)〉
= 0.

Therefore, f(t) = 0 and ψ(t) = φ(t). This shows that ψ is the unique
solution to the original initial value problem.

Now we will embark on the proof of Stone’s theorem. In fact, the
techniques used in the proof of Theorem 11.1.3 will feature in the proof of
Stone’s theorem.

Theorem 11.1.4 (Stone’s theorem). Let H be a Hilbert space and (ut)t∈R
be a strongly continuous one-parameter group of unitary operators on H.
Then, there exists a self-adjoint operator T on H such that if t ∈ R then
ut = exp(−itT ).

Proof. Assume that (ut)t∈R is a strongly continuous one-parameter group of
unitary operators on a Hilbert space H.

We will construct the desired self-adjoint operator T : D(T )→ H from
scratch. Let C∞c (R,C) denote the space of smooth, compact supported
functions from R to C. For ϕ ∈ H and f ∈ C∞c (R,C), define

ϕf =

∫
R
f(t)utϕ dt.

Let

D = span {ϕf | ϕ ∈ H, f ∈ C∞c (R,C)}.

To show: (a) D is a dense subspace of H.

(a) Assume that ϕ ∈ H. Let {fn}n∈Z>0 be a sequence in C∞c (R,C) such that

supp(fn) ⊂ [− 1

n
,

1

n
] and

∫
R
|fn(t)| dt = 1.
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We claim that the sequence {ϕfn}n∈Z>0 in D converges to ϕ. We compute
directly that

‖ϕfn − ϕ‖ = ‖
∫
R
fn(t)utϕ dt−

∫
R
fn(t)ϕ dt‖

= ‖
∫
R
fn(t)(utϕ− ϕ) dt‖

≤
∫
R
|fn(t)|‖utϕ− ϕ‖ dt

≤ sup
|t|≤ 1

n

‖utϕ− ϕ‖

→ 0

as n→∞. Hence, ϕfn → ϕ and D is a dense subspace of H.

Part (a) reveals that we would like to define our candidate self-adjoint
operator on D . For s ∈ R and f ∈ C∞c (R,C), we define fs to be the
function t 7→ f(t− s).

To show: (b) If s, t ∈ R then usϕf = ϕfs .

(c) lims→0
1
s
(usϕf − ϕf ) = −ϕf ′ .

(b) Assume that s, t ∈ R. We compute directly that

usϕf = us

∫
R
f(t)utϕ dt

=

∫
R
f(t)usutϕ dt

=

∫
R
f(t)us+tϕ dt

=

∫
R
fs(x)uxϕ dx (x = s+ t)

= ϕfs .

(c) By using part (b), we compute directly that

272



1

s
(usϕf − ϕf ) =

1

s
(ϕfs − ϕf )

=
1

s

∫
R
(fs(t)− f(t))utϕ dt

=

∫
R

f(t− s)− f(t)

s
utϕ dt

→
∫
R
−f ′(t)utϕ dt

= −ϕf ′

as s→∞.

In light of part (c), we define the operator T0 by

T0 : D(T0) = D → H
φ 7→ i lims→0

1
s
(usφ− φ).

By part (c), we observe that im T0 ⊆ D and if t ∈ R and ϕf ∈ D then

T0utϕf = T0ϕft

= i lim
s→0

1

s
(usϕft − ϕft)

= iut lim
s→0

1

s
(usϕf − ϕf )

= utT0ϕf .

So, T0ut = utT0.

To show: (d) T0 is a symmetric operator.

(e) The closure T0 is self-adjoint.

(d) We argue in a similar fashion to Theorem 11.1.3. If φ, ϕ ∈ D then
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〈ψ, T0φ〉 = 〈ψ, i
s

lim
s→0

(usφ− φ)〉

= lim
s→0

−i
s
〈ψ, usφ− φ〉

= lim
s→0

−i
s
〈ψ, (us − I)φ〉

= lim
s→0

−i
s
〈(u−s − I)ψ, φ〉

= i〈lim
s→0

1

−s
(u−s − I)ψ, φ〉

= i〈−iT0ψ, φ〉 = 〈T0ψ, φ〉.

Hence, T0 is a symmetric operator.

(e) Since T0 is a symmetric operator, its closure T0 is both closed and
symmetric. By Lemma 10.1.3 and Theorem 10.1.10, it suffices to show that
ker(T ∗0 ± iI) = {0}.

Assume that η ∈ ker(T ∗0 ± iI). If φ ∈ D(T0) = D then

d

dt
〈η, utφ〉 = lim

s→0
〈η, 1

s
(ut+s − ut)φ〉

= lim
s→0
〈η, ut

1

s
(us − I)φ〉

= 〈η, ut(−i)T0φ〉 = i〈η, T0utφ〉
= i〈T ∗0 η, utφ〉
= i〈∓iη, utφ〉 = ±〈η, utφ〉

Now let g : R→ C be the function t 7→ 〈η, utφ〉. The above computation
tells us that g′ = ±g. Solving this ODE, we find that

g(t) = g(0)e±t

for t ∈ R. Now observe that

|g(t)| ≤ |〈η, utφ〉| ≤ ‖η‖‖utφ‖ = ‖η‖‖φ‖.

The last equality follows from the fact that ut is unitary. So, g(t) = g(0)e±t

is uniformly bounded, which can only occur if g = 0. In particular,
g(0) = 〈η, φ〉 = 0. Since φ ∈ D was arbitrary and D is dense in H, we
deduce that η ∈ H⊥ = {0}. So, ker(T ∗0 ± iI) = {0} and T0 is self-adjoint by
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Theorem 10.1.10.

Now define T = T0. By part (e), T is a self-adjoint operator. By Theorem
11.1.1, (e−itT )t∈R is a strong continuous one-parameter group of unitary
operators on H. For φ ∈ D and t ∈ R, define

ξ : R → H
t 7→ utφ− e−itTφ

By definition of T0, we find that

d

dt
ξ(t) = −iT0utφ+ iTe−itTφ = −iHξ(t).

Consequently,

d

dt
‖ξ(t)‖2 =

d

dt
〈ξ(t), ξ(t)〉

= 〈 d
dt
ξ(t), ξ(t)〉+ 〈ξ(t), d

dt
ξ(t)〉

= 〈−iT ξ(t), ξ(t)〉+ 〈ξ(t),−iT ξ(t)〉 = 0.

Therefore, the map t 7→ ‖ξ(t)‖ is constant. But, ξ(0) = φ− φ = 0. So,
ξ(t) = 0 for t ∈ R and consequently,

utφ = e−itTφ

for t ∈ R and φ ∈ D . Since D is dense in H, we find that for t ∈ R,
ut = e−itT as unitary operators on H.

In Theorem 11.1.4, the unique self-adjoint operator T such that ut = e−itT

for t ∈ R is called the infinitesimal generator of the group (ut)t∈R.

11.2 Trotter formula

Let H be a Hilbert space and T : D(T )→ H be a self-adjoint operator.
Recall that the graph norm ‖−‖T makes D(T ) into a Hilbert space. If
ψ ∈ D(T ) then

‖ψ‖T =
√
‖ψ‖2 + ‖Tψ‖2.

We also recall from the proof of Theorem 11.1.3 that if s ∈ R then
e−isT (D(T )) ⊂ D(T ).
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Lemma 11.2.1. Let H be a Hilbert space and T : D(T )→ H be a
self-adjoint operator. Fix ψ ∈ D(T ) and define the function

α : R → D(T )
t 7→ e−itTψ.

Then, α is continuous with respect to the graph norm ‖−‖T on D(T ).

Proof. Assume that H is a Hilbert space and T : D(T )→ H is a self-adjoint
operator. Assume that for ψ ∈ D(T ), the function α is defined as above.

It suffices to show that α is continuous at zero with respect to the graph
norm on D(T ). Recall from the proof of Theorem 11.1.3 that
Te−itT = e−itTT . So,

‖α(t)− α(0)‖2
T = ‖e−itTψ − ψ‖2

T

= ‖e−itTψ − ψ‖2 + ‖Te−itTψ − Tψ‖2

= ‖e−itTψ − ψ‖2 + ‖e−itTTψ − Tψ‖2

→ 0

as t→∞. Here, we use the fact that (e−itT )t∈R is continuous at zero.
Hence, α is continuous at zero and hence, continuous with respect to the
graph norm.

The Trotter formula is very similar to Theorem 3.5.1.

Theorem 11.2.2 (Trotter formula). Let H be a Hilbert space and K,T be
self-adjoint operators on H. Assume that K + T is also self-adjoint. If
t ∈ R then

(exp(−i t
n
T ) exp(−i t

n
K))n → e−it(T+K)

as n→∞ in the strong operator topology.

Proof. Assume that H is a Hilbert space and K,T are self-adjoint operators
on H. Assume that K + T is also a self-adjoint operator. Define the map

F : R− {0} → B(H)
t 7→ 1

t
(e−itT e−itK − e−it(T+K))

We claim that if ξ ∈ H then the map Φ which sends t ∈ R− {0} to
F (t)ξ ∈ H is continuous on R− {0}.
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To show: (a) If ξ ∈ H then Φ : R−{0} → H is continuous on all of R−{0}.

(a) Assume that ξ ∈ H. Define the maps ψ1 and ψ2 by

ψ1 : R− {0} → H
t 7→ 1

t
e−it(T+K)ξ

and

ψ2 : R− {0} → H
t 7→ 1

t
e−itKξ

Then, ψ1 and ψ2 are continuous functions on R− {0} and

1

t
e−itT e−itKξ = e−itTψ2(t).

If t, t′ ∈ R− {0} then

‖1

t
e−itT e−itKξ − 1

t
e−it

′T e−it
′Kξ‖ = ‖e−itTψ2(t)− e−it′Tψ2(t′)‖

≤ ‖e−itTψ2(t)− e−itTψ2(t′)‖+ ‖e−itTψ2(t′)− e−it′Tψ2(t′)‖
≤ ‖ψ2(t)− ψ2(t′)‖+ ‖e−i(t−t′)Tψ2(t′)− ψ2(t′)‖
→ 0

as t→ t′. So, the map t 7→ 1
t
e−itT e−itKξ is continuous on all of R− {0} and

in tandem with the fact that ψ1(t) is continuous on R− {0}, Φ must be
continuous on R− {0}.

We also observe that limt→±∞ F (t)ξ = 0. To see why this is the case, we
compute directly for ξ ∈ H that

‖F (t)ξ‖ ≤ ‖F (t)‖‖ξ‖

= ‖1

t
(e−itT e−itK − e−it(T+K))‖‖ξ‖

≤ 1

t
(‖e−itT‖‖e−itK‖+ ‖e−it(T+K)‖)‖ξ‖

=
2‖ξ‖
t
→ 0

as t→ ±∞.
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Now let D = D(T +K) = D(T ) ∩D(K). We claim that if ψ ∈ D then
limt→0 F (t)ψ = 0.

To show: (b) If ψ ∈ D then limt→0 F (t)ψ = 0.

(b) Assume that ψ ∈ D. Then, we can write

F (t)ψ = e−itT
1

t
(e−itKψ − ψ) +

1

t
(e−itTψ − ψ)− 1

t
(e−it(T+K)ψ − ψ).

By Theorem 11.1.2, we deduce that

lim
t→0

F (t)ψ = lim
t→0

e−itT
1

t
(e−itKψ − ψ) + lim

t→0

1

t
(e−itTψ − ψ)− lim

t→0

1

t
(e−it(T+K)ψ − ψ)

= −iKψ − iTψ − (−i(T +K)) = 0.

As a particular consequence of part (b), we can define F (0)ψ = 0 for
ψ ∈ D. In this manner, we obtain a family of linear maps(

F (t) : D → H
)
t∈R

such that the map Φ, which sends t to F (t)ψ is continuous. Moreover, we
have the limits

lim
t→0

F (t)ψ = lim
t→±∞

F (t)ψ = 0.

Consider the graph norm ‖−‖T+K on D(T +K) = D. Since
‖−‖T+K ≥ ‖−‖, we find that the operators F (t) are continuous from D
with the graph norm ‖−‖T+K to H. Thus, if ψ ∈ D then the set

{F (t)ψ | t ∈ R}

is bounded. By the uniform boundedness principle, there exists M ∈ R>0

such that

‖F (t)‖ = sup
‖ψ‖T+K=1

‖F (t)ψ‖ ≤M.

For ψ ∈ D, let

Cψ = {e−is(T+K)ψ | t ∈ [−1, 1]}.

By Lemma 11.2.1, the map s 7→ e−is(T+K)ψ is a continuous function from R
to (D, ‖−‖T+K) (we emphasise that D has the graph norm). Therefore, Cψ
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is a compact subset of (D, ‖−‖T+K) because it is the image of the compact
interval [−1, 1] under the continuous map s 7→ e−is(T+K)ψ.

Now assume ε ∈ R>0 and let {φ1, . . . , φN} be an ε/2M -net in Cψ. This
means that if η ∈ Cψ then there exists i ∈ {1, 2, . . . , N} such that

‖η − φi‖T+K <
ε

2M
.

Since limt→0 F (t)ψ = 0 for any ψ ∈ D, there exists δ ∈ R>0 such that if
|t| < δ then

‖F (t)φj‖ <
ε

2

for j ∈ {1, 2, . . . , N}. So,

‖F (t)η‖ ≤ ‖F (t)η − F (t)φi‖+ ‖F (t)φi‖
≤ ‖F (t)‖‖η − φi‖+ ‖F (t)φi‖
≤M‖η − φi‖+ ‖F (t)φi‖
<
ε

2
+
ε

2
= ε.

Hence, we have shown that the functions(
ψ 7→ F (t)ψ

)
t∈[−1,1]

converge to zero uniformly on Cψ as t→ 0. This means that if ψ ∈ D is
fixed then the quantity

‖F (t)e−is(T+K)ψ‖ → 0

uniformly as t→ 0 for s ∈ [−1, 1].

Recalling the proof of Theorem 3.5.1, we have the identity

sn − tn =
n−1∑
r=0

sr(s− t)tn−1−r.

for bounded operators s, t ∈ B(H). So,

279



(e−i
t
n
T e−i

t
n
K)nψ − e−it(T+K)ψ = (e−i

t
n
T e−i

t
n
K)nψ − (e−i

t
n

(T+K))nψ

=
n−1∑
m=0

(e−i
t
n
T e−i

t
n
K)m(e−i

t
n
T e−i

t
n
K − e−i

t
n

(T+K))

(e−i
t
n

(T+K))n−1−mψ.

By the triangle inequality, we find that

‖(e−i
t
n
T e−i

t
n
K)nψ − e−it(T+K)ψ‖ ≤ n max

0≤m≤n−1
‖(e−i

t
n
T e−i

t
n
K)m(e−i

t
n
T e−i

t
n
K − e−i

t
n

(T+K))

(e−i
t
n

(T+K))n−1−mψ‖
≤ n max

0≤m≤n−1
‖e−i

t
n
T e−i

t
n
K‖m

‖(e−i
t
n
T e−i

t
n
K − e−i

t
n

(T+K))(e−i
t
n

(T+K))n−1−mψ‖
= n max

0≤m≤n−1
‖(e−i

t
n
T e−i

t
n
K − e−i

t
n

(T+K))(e−i
t
n

(T+K))n−1−mψ‖

= |t| max
0≤m≤n−1

‖F (
t

n
)e−i

t(n−1−m)
n

(T+K)ψ‖

≤ |t|max
|s|<|t|
‖F (

t

n
)e−is(T+K)ψ‖ → 0

as n→∞. This uses the previous finding that

‖F (t)e−is(T+K)ψ‖ → 0

uniformly as t→ 0 for s ∈ [−1, 1].

So, (e−i
t
n
T e−i

t
n
K)nψ → e−it(T+K)ψ as n→∞ for ψ ∈ D. Since

‖(e−i tnT e−i tnK)nψ‖ = 1 for any n ∈ R>0, we finally conclude that

(exp(−i t
n
T ) exp(−i t

n
K))nψ → e−it(T+K)ψ

for ψ ∈ H because D = D(T +K) is dense in H, as T +K is by
assumption, self-adjoint. This completes the proof.
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[WN92] S. Woronowicz, K. Napiórkowski. Operator theory in the
C*-algebra framework, Reports on Mathematical Physics, 31, Issue 3,
1992, Pages 353-371, MR1232646.

281



Index

z-transform, 200

Analytic Fredholm theorem, 110

Banach *-algebra, 5
Banach algebra, 4
Borel functional calculus, 75, 174

C*-algebra, 5
Cayley transform, 242
Compact operators, 106
Continuous functional calculus, 26

for commuting self-adjoint
operators, 167

for normal operators, 172
for self-adjoint operators, 28
for unbounded self-adjoint

operators, 222

Dynkin’s theorem, 71

Essential range, 61
Essential supremum, 57
Essentially bounded function, 57

Fredholm alternative, 114
Fuglede’s theorem, 102

Graph of an operator, 176

Hilbert-Schmidt operators, 129
Hilbert-Schmidt theorem, 118
Holomorphic functional calculus,

91, 163

Krein and Friedrichs extensions,
259

Left support, 42
Lie-Trotter theorem, 97

Multiplication operators, 58

Partial isometry, 45
Polar decomposition, 48

for bounded operators, 48
for closed densely defined

operators, 212
Polarization formula, 22
Projection operators, 40
Putnam’s theorem, 104

Resolvent set, 8
Riesz-Schauder theorem, 117
Right support, 42

Semifinite measure space, 57
Spectral mapping theorem, 29, 79,

93, 174
Spectral measures, 81
Spectral radius, 17
Spectral theorem, 65
Spectrum, 8, 21, 191
Stone’s theorem, 271
Strong topology, 53
Support, 44

Trace, 125
Trace class operators, 129
Trotter formula, 276

282


	Purpose
	The spectrum of a bounded operator
	C*-algebras
	Properties of the spectrum

	Continuous functional calculus
	Normal operators
	Continuous functional calculus on self-adjoint operators
	Positive operators and their square roots
	Projection operators
	Partial isometries
	The polar decomposition
	Monotone convergence of operators in the strong topology

	Generalising the spectral theorem
	Multiplication operators
	Borel functional calculus
	Spectral measures
	Holomorphic functional calculus
	The exponential of an operator
	Fuglede's theorem and Putnam's theorem

	Compact operators
	Definition and properties of compact operators
	Fredholm alternative and the Hilbert-Schmidt theorem

	The trace of an operator
	Definition and properties
	Trace class and Hilbert-Schmidt operators
	The Hilbert space B2(H)
	The Banach algebra B1(H)
	Hilbert-Schmidt operators on L2

	Functional calculus for families of operators
	Preliminary results on C*-algebras
	Holomorphic functional calculus for commuting operators
	Continuous functional calculus for commuting self-adjoint operators
	Functional calculi for normal operators

	Unbounded operators
	Graphs of unbounded operators
	The adjoint of an unbounded operator
	Algebraic operations on unbounded operators
	Spectrum of a closed densely defined operator

	The z-transform
	Definition of the z-transform
	Properties of the z-transform
	Polar decomposition for closed densely defined operators

	Spectral theorems for unbounded operators
	Continuous functional calculus for unbounded operators
	Borel functional calculus for unbounded operators
	Spectral measures for unbounded self-adjoint operators

	Self-adjoint extensions of symmetric operators
	The Cayley transform
	Krein and Friedrichs extensions of positive operators

	One-parameter groups of unitary operators
	Stone's theorem
	Trotter formula

	Bibliography
	Index

